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About This Guide

This OmniSwitch AOS Release 8 Network Configuration Guide describes basic attributes of your switch
and basic switch administration tasks. The software features described in this manual are shipped standard
with your switches. These features are used when readying a switch for integration into a live network
environment.

Supported Platforms

The information in this guide applies only to the following products:
® OmniSwitch 6465 Series
e  OmniSwitch 6560 Series
® OmniSwitch 6860 Series
e OmniSwitch 6865 Series
® OmniSwitch 6900 Series
e  OmniSwitch 9900 Series

Who Should Read this Manual?

The audience for this user guide are network administrators and IT support personnel who need to config-
ure, maintain, and monitor switches and routers in a live network. However, anyone wishing to gain
knowledge on how fundamental software features are implemented in the OmniSwitch Series switches
will benefit from the material in this configuration guide.

When Should | Read this Manual?

Read this guide as soon as your switch is up and running and you are ready to familiarize yourself with
basic software functions. You should have already stepped through the first login procedures and read the
brief software overviews in the appropriate Hardware Users Guide.

You should have already set up a switch password and be familiar with the very basics of the switch soft-
ware. This manual will help you understand the switch’s directory structure, the Command Line Interface
(CLI), configuration files, basic security features, and basic administrative functions. The features and
procedures in this guide will help form a foundation that will allow you to configure more advanced
switching features later.
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What is in this Manual?

This configuration guide includes information about the following features:

e Basic switch administrative features, such as file editing utilities, procedures for loading new software,
and setting up system information (name of switch, date, time).

e Configurations files, including snapshots, off-line configuration, time-activated file download.

e The CLI, including on-line configuration, command-building help, syntax error checking, and line edit-
ing.

e Basic security features, such as switch access control and customized user accounts.
e SNMP
e \Web-based management (WebView)

What is Not in this Manual?

The configuration procedures in this manual primarily use Command Line Interface (CLI) commands in
examples. CLI commands are text-based commands used to manage the switch through serial (console
port) connections or via Telnet sessions. This guide does include introductory chapters for alternative
methods of managing the switch, such as web-based (WebView) and SNMP management. However the
primary focus of this guide is managing the switch through the CLI.

Further information on WebView can be found in the context-sensitive on-line help available with that
application.

This guide does not include documentation for the OmniVista network management system. However,
OmniVista includes a complete context-sensitive on-line help system.

This guide provides overview material on software features, how-to procedures, and tutorials that will
enable you to begin configuring your OmniSwitch. However, it is not intended as a comprehensive refer-
ence to all CLI commands available in the OmniSwitch. For such a reference to all CLI commands,
consult the OmniSwitch AOS Release 8 CLI Reference Guide.

How is the Information Organized?

Each chapter in this guide includes sections that will satisfy the information requirements of casual read-
ers, rushed readers, serious detail-oriented readers, advanced users, and beginning users.

Quick Information. Most chapters include a specifications table that lists RFCs and IEEE specifications
supported by the software feature. In addition, this table includes other pertinent information such as mini-
mum and maximum values and sub-feature support. Some chapters include a defaults table that lists the
default values for important parameters along with the CLI command used to configure the parameter.
Many chapters include Quick Steps sections, which are procedures covering the basic steps required to get
a software feature up and running.

In-Depth Information. All chapters include overview sections on software features as well as on selected
topics of that software feature. Topical sections may often lead into procedure sections that describe how
to configure the feature just described. Many chapters include tutorials or application examples that help
convey how CLI commands can be used together to set up a particular feature.

XXii
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Documentation Roadmap

The OmniSwitch user documentation suite was designed to supply you with information at several critical
junctures of the configuration process.The following section outlines a roadmap of the manuals that will
help you at each stage of the configuration process. Under each stage, we point you to the manual or
manuals that will be most helpful to you.

Stage 1: Using the Switch for the First Time

Pertinent Documentation: OmniSwitch Hardware Users Guide
Release Notes

This guide provides all the information you need to get your switch up and running the first time. It
provides information on unpacking the switch, rack mounting the switch, installing NI modules, unlocking
access control, setting the switch’s IP address, and setting up a password. It also includes succinct
overview information on fundamental aspects of the switch, such as hardware LEDs, the software
directory structure, CLI conventions, and web-based management.

At this time you should also familiarize yourself with the Release Notes that accompanied your switch.
This document includes important information on feature limitations that are not included in other user
guides.

Stage 2: Gaining Familiarity with Basic Switch Functions

Pertinent Documentation: OmniSwitch Hardware Users Guide
OmniSwitch AOS Release 8 Switch Management Guide

Once you have your switch up and running, you will want to begin investigating basic aspects of its
hardware and software. Information about switch hardware is provided in the Hardware Guide. This guide
provide specifications, illustrations, and descriptions of all hardware components, such as chassis, power
supplies, Chassis Management Modules (CMMs), Network Interface (NI) modules, and cooling fans. It
also includes steps for common procedures, such as removing and installing switch components.

The OmniSwitch AOS Release 8 Switch Management Guide is the primary users guide for the basic
software features on a single switch. This guide contains information on the switch directory structure,
basic file and directory utilities, switch access security, SNMP, and web-based management. It is
recommended that you read this guide before connecting your switch to the network.

Stage 3: Integrating the Switch Into a Network

Pertinent Documentation: OmniSwitch AOS Release 8 Network Configuration Guide
OmniSwitch AOS Release 8 Advanced Routing Configuration Guide
OmniSwitch AOS Release 8 Data Center Switching Guide

When you are ready to connect your switch to the network, you will need to learn how the OmniSwitch
implements fundamental software features, such as 802.1Q, VLANS, Spanning Tree, and network routing
protocols. The OmniSwitch AOS Release 8 Network Configuration Guide contains overview information,
procedures, and examples on how standard networking technologies are configured on the OmniSwitch.

The OmniSwitch AOS Release 8 Advanced Routing Configuration Guide includes configuration
information for networks using advanced routing technologies (OSPF and BGP) and multicast routing
protocols (DVMRP and PIM-SM).

The OmniSwitch AOS Release 8 Data Center Switching Guide includes configuration information for data
center networks using virtualization technologies, such as Data Center Bridging (DCB) protocols, Virtual
eXtensible LAN (VXLAN), and Fibre Channel over Ethernet (FCoE) network convergence.
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Anytime

The OmniSwitch AOS Release 8 CLI Reference Guide contains comprehensive information on all CLI
commands supported by the switch. This guide includes syntax, default, usage, example, related CLI
command, and CLI-to-MIB variable mapping information for all CLI commands supported by the switch.

This guide can be consulted anytime during the configuration process to find detailed and specific
information on each CLI command.
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Related Documentation

The following are the titles and descriptions of all the related OmniSwitch user manuals:
®  OmniSwitch 6465, 6560, 6860, 6865, 6900, 9900 Hardware Users Guides

Describes the hardware and software procedures for getting an OmniSwitch up and running as well as
complete technical specifications and procedures for all OmniSwitch chassis, power supplies, fans, and
Network Interface (NI) modules.

e  OmniSwitch AOS Release 8 CLI Reference Guide

Complete reference to all CLI commands supported on the OmniSwitch. Includes syntax definitions,
default values, examples, usage guidelines and CLI-to-MIB variable mappings.

e OmniSwitch AOS Release 8 Switch Management Guide

Includes procedures for readying an individual switch for integration into a network. Topics include
the software directory architecture, image rollback protections, authenticated switch access, managing
switch files, system configuration, using SNMP, and using web management software (WebView).

e OmniSwitch AOS Release 8 Network Configuration Guide

Includes network configuration procedures and descriptive information on all the major software
features and protocols included in the base software package. Chapters cover Layer 2 information
(Ethernet and VLAN configuration), Layer 3 information (routing protocols, such as RIP and IPX),
security options (authenticated VLANS), Quality of Service (QoS), link aggregation, and server load
balancing.

e OmniSwitch AOS Release 8 Advanced Routing Configuration Guide

Includes network configuration procedures and descriptive information on all the software features and
protocols included in the advanced routing software package. Chapters cover multicast routing
(DVMRP and PIM-SM), Open Shortest Path First (OSPF), and Border Gateway Protocol (BGP).

e OmniSwitch AOS Release 8 Data Center Switching Guide

Includes an introduction to the OmniSwitch data center switching architecture as well as network
configuration procedures and descriptive information on all the software features and protocols that
support this architecture. Chapters cover Data Center Bridging (DCB) protocols, Virtual Network
Profile (vNP), VXLAN, and FCoE/FC transit and gateway functionality.

® OmniSwitch AOS Release 8 Transceivers Guide
Includes SFP and XFP transceiver specifications and product compatibility information.
e OmniSwitch AOS Release 8 Specifications Guide

Includes Specifications table information for the features documented in the Switch Management
Guide, Network Configuration Guide, Advanced Routing Guide, and Data Center Switching Guide.

e Technical Tips, Field Notices
Includes information published by Alcatel-Lucent Enterprise’s Customer Support group.
e Release Notes

Includes critical Open Problem Reports, feature exceptions, and other important information on the
features supported in the current release and any limitations to their support.
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Technical Support

An Alcatel-Lucent Enterprise service agreement brings your company the assurance of 7x24 no-excuses
technical support. You’ll also receive regular software updates to maintain and maximize your Alcatel-
Lucent Enterprise product’s features and functionality and on-site hardware replacement through our
global network of highly qualified service delivery partners.

With 24-hour access to Alcatel-Lucent Enterprise’s Service and Support web page, you’ll be able to view
and update any case (open or closed) that you have reported to Alcatel-Lucent Enterprise’s technical
support, open a new case or access helpful release notes, technical bulletins, and manuals.

Access additional information on Alcatel-Lucent Enterprise’s Service Programs:
Web: businessportal2.alcatel-lucent.com
Phone: 1-800-995-2696

Email: ebg_global_supportcenter@al-enterprise.com
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Configuring Ethernet Ports

The Ethernet software is responsible for a variety of functions that support Ethernet ports on OmniSwitch
Series switches. These functions include diagnostics, software loading, initialization, configuration of line
parameters, gathering statistics, and responding to administrative requests from SNMP or CLI.

In This Chapter

This chapter describes the Ethernet port parameters of the switch and how to configure them through the
Command Line Interface (CLI). CLI Commands are used in the configuration examples.

Configuration procedures described in this chapter include:

“Configuring Ethernet Port Parameters” on page 1-3
“Using TDR Cable Diagnostics” on page 1-13

“Interfaces Violation Recovery” on page 1-15

“Clearing Ethernet Port Violations” on page 1-19

“Link Monitoring” on page 1-20

“Link Fault Propagation” on page 1-24

“|EEE 1588 Precision Time Protocol (PTP)” on page 1-27
“MAC Security Overview” on page 1-28

For more information about using CLI commands to view Ethernet port parameters, see the OmniSwitch
AOS Release 8 CLI Reference Guide.

OmniSwitch AOS Release 8 Network Configuration Guide  April 2018 page 1-1



Configuring Ethernet Ports

Ethernet Port Defaults

Ethernet Port Defaults

The following table shows Ethernet port default values:

Parameter Description Command Default Value/Comments
Interface Line Speed interfaces speed AutoNeg

Interface Duplex Mode interfaces duplex AutoNeg

Trap Port Link Messages interfaces link-trap Disabled

Interface Configuration interfaces Enabled

Peak Flood Rate Configuration

interfaces flood-limit

4 Mbps (10M Ethernet)
49 Mbps (100M Ethernet)
496 Mbps (1G Ethernet)
700 Mbps (2.5G Ethernet)
997 Mbps (10G Ethernet)
997 Mbps (40G Ethernet)
997 Mbps (100G Ethernet)

Interface Alias

interfaces alias

None configured

Maximum Frame Size

interfaces max-frame-
size

1553 (untagged) Ethernet packets
1553 (tagged) Ethernet packets
9216 Gigabit Ethernet packets

Digital Diagnostics Monitoring  interfaces ddm Disabled
(DDM)
Enhanced Port Performance interfaces Disabled
(EPP)
Beacon LED interfaces beacon Disabled
Precision Time Protocol (PTP) interfaces ptp admin- Disabled
time stamping on the switch state
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Configuring Ethernet Ports Ethernet Ports Overview

Ethernet Ports Overview

This chapter describes the Ethernet software CLI commands used for configuring and monitoring the
Ethernet port parameters of your switch.

Configuring Ethernet Port Parameters

The following sections describe how to use CLI commands to configure ethernet ports.

Enabling and Disabling Autonegotiation

To enable or disable autonegotiation on a single port, a range of ports, or an entire slot, use the interfaces
command. For example:

-> interfaces 2/3 autoneg enable
-> interfaces 2/1-3 autoneg enable
-> interfaces 2 autoneg enable

Configuring Crossover Settings

To configure crossover settings on a single port, a range of ports, or an entire slot, use the interfaces
crossover command. If autonegotiation is disabled, auto MDIX, auto speed, and auto duplex are not
accepted.

Setting the crossover configuration to auto configures the interface or interfaces to automatically detect
crossover settings. Setting crossover configuration to mdix configures the interface or interfaces for
MDIX (Media Dependent Interface with Crossover), which is the standard for hubs and switches. Setting
crossover to mdi configures the interface or interfaces for MDI (Media Dependent Interface), which is the
standard for end stations.

For example:

-> interfaces 2/1 crossover auto
-> interfaces 2/2-5 crossover mdi
-> interfaces 3 crossover mdix

Setting Interface Line Speed

The interfaces speed command is used to set the line speed on a specific port, a range of ports, or all ports
on an entire slot.

For example:

-> interfaces 2/1 speed 100
-> interfaces 2/2-5 speed 1000
-> interfaces 3 speed auto
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Configuring Ethernet Ports Configuring Ethernet Port Parameters

Configuring Duplex Mode

The interfaces duplex command is used to configure the duplex mode on a specific port, a range of ports,
or all ports on a slot to full, half, or auto. (The auto option causes the switch to advertise all available
duplex modes (half/full/both) for the port during autonegotiation.) In full duplex mode, the interface

transmits and receives data simultaneously. In half duplex mode, the interface can only transmit or receive
data at a given time.

For example:

-> interfaces 2/1 duplex half
-> interfaces 2/2-5 duplex auto
-> interfaces 3 duplex full

Setting Trap Port Link Messages

The interfaces link-trap command can be used to enable or disable trap port link messages on a specific
port, a range of ports, or all ports on a slot. When enabled, a trap message is sent to a Network
Management Station (NMS) whenever the port state has changed.

For example:

-> interfaces 2/3 link-trap enable
-> interfaces 2/3-5 link-trap enable
-> interfaces 2 link-trap enable

Resetting Statistics Counters

The clear interfaces command is used to reset all Layer 2 statistics counters on a specific port, a range of
ports, or all ports on a slot. For example:

-> clear interfaces 2/3 l2-statistics
-> clear interfaces 2/1-3 I2-statistics
-> clear interfaces 2 I2-statistics

This command also includes an optional cli parameter. When this parameter is specified, only those

statistics that are maintained by the switch CLI are cleared; SNMP values are not cleared and continue to
maintain cumulative totals. For example:

-> clear interfaces 2/1-3 l2-statistics cli

Note that when the cli parameter is not specified both CLI and SNMP statistics are cleared.

Enabling and Disabling Interfaces

The interfaces command is used to enable or disable a specific port, a range of ports, or all ports on an
entire slot.

-> interfaces 2/3 admin-state disable
-> interfaces 2/1-3 admin-state disable
-> interfaces 2 admin-state disable
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Configuring a Port Alias

The interfaces alias command is used to configure an alias (i.e., description) for a single port. (You
cannot configure an entire switch or a range of ports.) For example:

-> interfaces 2/3 alias ip_phonel
-> interfaces 2/3 alias “ip phones 1~

Note. Spaces must be contained within quotes.

Configuring Maximum Frame Sizes

The interfaces max-frame-size command can be used to configure the maximum frame size (in bytes) on
a specific port, a range of ports, or all ports on a switch.

For example:

-> interfaces 2/3 max frame 9216
-> interfaces 2/1-3 max frame 9216
-> interfaces 2 max frame 9216

Configuring Digital Diagnostic Monitoring (DDM)

Digital Diagnostics Monitoring allows the switch to monitor the status of a transceiver by reading the
information contained on the transceiver's EEPROM. The transceiver can display Actual, Warning-Low,
Warning-High, Alarm-Low and Alarm-High for the following:

e Temperature

Supply Voltage

e Current

e Qutput Power

* [nput Power

To enable the DDM capability on the switch use the interfaces ddm command. For example, enter:
-> interfaces ddm enable

Traps can be enabled using the interfaces ddm-trap if any of the above values crosses the pre-defined
low or high thresholds of the transceiver. For example:

-> interfaces ddm-trap enable

Note. In order to take advantage of the DDM capability, the transceiver must support the DDM
functionality. Not all transceivers support DDM; refer to the Transceivers Guide for additional DDM
information.
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Configuring Flood Rate Limiting

The OmniSwitch implementation of storm control supports flood rate limiting for broadcast, unknown
unicast, and multicast traffic. A high threshold rate is configured in megabits-per-second (mbps), packets-
per-second (pps), or as a percentage of the port speed. When the threshold value is reached, packets are
dropped.

To configure the flood rate limit threshold, use the interfaces flood-limit command For example:

-> interfaces 2/1/1 flood-limit bcast rate mbps 100
-> interfaces 2/1/2-5 flood-limit uucast rate pps 500
-> interfaces slot 3/1 flood-limit mcast rate cap% 50

Configuring a Flood Rate Limit Action

Configuring a port shutdown or trap action to occur when the rate limit threshold is reached provides a
method for monitoring storm traffic.

e Port shutdown action—port is moved to a STORM violated state and a violation trap is sent.

e Trap action—the storm is controlled through flood rate limiting and a trap is sent. The port is not
moved into a STORM violated state.

To configure the flood rate limit action, use the interfaces flood-limit action command with either the
shutdown or trap option. For example:

-> interfaces 1/1/1 flood-limit bcast action shutdown
-> interfaces 1/1/4 flood-limit uucast action trap

Use the all option with the interfaces flood-limit action command to specify all types of traffic. For
example:

-> interfaces 1/1/11 flood-limit all action shutdown

To set the flood rate limit action back to the default value (no action is taken) use the interfaces flood-
limit action command with the default option. For example:

-> interfaces 1/1/14 flood-limit mcast action default

Configuring Auto-Recovery for Port Shutdown Action

When a port is shutdown because of a STORM violated state, an administrator will have to clear the
violation. However, configuring a low threshold value for flood rate limiting can help to automate this
process. When the rate of violating traffic received on the port goes below the low threshold value, the
port is removed from the violating state.

To configure the low threshold value, use the interfaces flood-limit command with the low-threshold
option. For example:

-> interfaces 1/1/1 flood-limit bcast rate mbps 60 low-threshold 40
-> interfaces 1/1/4 flood-limit uucast rate mbps 100 low-threshold 40
-> interfaces 1/1/5 flood-limit mcast rate pps 2000 low-threshold 1000

Configuring Flood Rate Limiting

The following section describes how to apply a flood limit value to broadcast, unicast flooded, or
multicast traffic for a slot, port, or a range of ports. The interfaces flood-limit command can be used to
set limits based on pps, mbps, or a percentage of the port bandwidth.
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For example:

-> interfaces 2/1/1 flood-limit bcast rate mbps 100
-> interfaces 2/1/2-5 flood-limit uucast rate pps 500
-> interfaces slot 3/1 flood-limit mcast rate cap% 50

The auto recovery has to enabled by configuring the low threshold. The high and low threshold when
configured, will have same type [mbps, pps, and percentage].

For example:

-> interfaces 1/1/1 flood-limit bcast rate mbps 60 low-threshold 40
-> interfaces 1/1/4 flood-limit uucast rate mbps 100 low-threshold 40
-> interfaces 1/1/5 flood-limit mcast rate pps 2000 low-threshold 1000

Configuring Flood Rate Limit Action

The following section describes how to apply action, when a port reaches storm violated state. You can set
an “action” for a singe port or a range of ports.

For example:

-> interfaces 1/1/1 flood-limit bcast action shutdown
-> interfaces 1/1/4 flood uucast action trap

-> interfaces 1/1/11 flood-limit all action shutdown
-> interfaces 1/1/14 flood mcast action default

When the action is set as “shutdown”, it specifies that when high threshold is violated, the port needs
to be put in blocked state. When the action is set as “trap”, it specifies that when high threshold is
crossed, the trap will be sent with the violation reason. Similarly, when the action is set as “default”, it
specifies that when traffic reaches high threshold, packets above that rate will be dropped.

Configuring Flow Control

The interfaces pause command is used to configure flow control (pause) settings for ports that run in full
duplex mode. Configuring flow control is done to specify whether or not an interface transmits, honors, or
both transmits and honors PAUSE frames. PAUSE frames are used to temporarily pause the flow of traffic

between two connected devices to help prevent packet loss when traffic congestion occurs between
switches.

Note that if autonegotiation and flow control are both enabled for an interface, then autonegotiation
determines how the interface processes PAUSE frames. If autonegotiation is disabled but flow control is
enabled, then the configured flow control settings apply.

By default, flow control is disabled. To configure flow control for one or more ports, use the interfaces
pause command with one of the following parameters to specify how PAUSE frames are processed:

e tx—Transmit PAUSE frames to peer switches when traffic congestion occurs on the local interface. Do
not honor PAUSE frames from peer switches.

e rx—Allow the interface to honor PAUSE frames from peer switches and temporarily stop sending
traffic to the peer. Do not transmit PAUSE frames to peer switches.

¢ tx-and-rx—Transmit and honor PAUSE frames when traffic congestion occurs between peer switches.

For example, the following command configures ports 1/1 through 1/10 to transmit and honor PAUSE
frames:
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-> interfaces 1/1-10 pause tx-and-rx

To disable flow control for one or more ports, specify the disable parameter with the interfaces pause
command. For example:

-> interfaces 1/10 pause disable
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Enabling and Disabling Enhanced Port Performance (EPP)

EPP can assist in connecting with SFF-8431 non-compliant or electrically deficient devices. EPP can be
used on some links to enhance the receive signal sampling resolution management and help to improve the
link integrity to the link partner. The following steps should be followed to determine if EPP should be

enabled:

1 Check the current link quality - Check the current link quality of the interface.

2 Diagnose any link quality issues - If the Link Quality is not ‘Good’. Perform a few basic
troubleshooting steps to determine if the issue is with the link partner and whether enabling EPP can help

improve the quality.

3 Enable EPP - If it’s determined that the issue is with the link parter, enable EPP.

EPP - Product and Transceiver Support

Only certain transceivers support enabling EPP. Additionally, depending on the revision of the
OmniSwitch, there are port restrictions due to the power requirements of enabling EPP as shown in the

table below.
Product Rev EPP Support
0S6900-X20 B11 No restriction
B10 or less | Only 5 ports can have EPP enabled
0S6900-X40 B11 No restriction
B10 or less | Only 5 ports in 1st group of 20 and 5 ports in 2nd group of 20
Expansion Board Any No restrictions
10-Gigabit Transceivers N/A Supported
1/40-Gigabit Transceivers | N/A Not Supported

Product/Transceiver Support

OmniSwitch AOS Release 8 Network Configuration Guide  April 2018 page 1-9



Configuring Ethernet Ports Configuring Ethernet Port Parameters

EPP - Check the Current Link Quality

A Link-Quality parameter has been added to help support EPP functionality. If connectivity issues are
being observed check the current link quality using the interfaces command and observe the EPP output.
For example:

-> show interfaces 2/1
(output truncated)

EPP : Disabled, Link-Quality:Fair
Link-Quality Description
Good Link is good
Fair Link may exhibit errors
Poor Link will exhibit errors and may lose connectivity
N/A Link does not support EPP

EPP - Diagnose

For ports diagnosed as Fair or Poor, simple steps can be performed to identify the faulty component.
Since the issue could be with the transceiver, cable, fiber, or the link partner, see the table below to help
determine if the issue is with the link partner and if enabling EPP may help.

Media Type Diagnostic Action
Direct Attached Copper| e Disconnect cable from link partner
Cable ¢ Connect free cable end to unused port of 0S6900

e View the Link-Quality
Good - The link partner should be diagnosed and enabling EPP may help.
Fair or Poor - The direct-attached copper cable should be replaced.

SFP+ optical * Replace SFP+ transceiver on 0S6900 port

transceiver ¢ View the Link-Quality

Good - The original SFP+ transceiver is faulty.

Fair or Poor - The fiber cable or link partner should be diagnosed and
enabling EPP may help.

EPP - Enabling

If after diagnosing the problem it is determined that the issue is with the link partner and the Link-Quality
has been diagnosed to be Fair or Poor, EPP can be enabled allowing the system to operate with the
deficient receive channels. For example:

-> interfaces 2/1 epp enable

After enabling EPP continue to monitor the Link-Quality.
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Configuring Energy Efficient Ethernet (802.3az)

Energy Efficient Ethernet (EEE) is a protocol to allow ports to operate in idle or low power mode when
there is no traffic to send. When EEE is enabled on a port it will advertise its EEE capability to its link
partner. If the partner supports EEE they will operate in EEE mode. If the partner does not support EEE
the ports will operate in legacy mode. This allows EEE capable switches to be deployed in existing
networks avoiding backward compatibility issues.

e EEE is only applicable to 10GBase-T ports.
e The LLDP option in IEEE 802.3az standard is not currently supported.
To enable the EEE capability on the switch use the interfaces eee command. For example, enter:

-> interfaces 1/1 eee enable

Configuring Split-Mode

Some OmniSwitch models support 4X10G splitter cables to allow a 40G port to be configured as four 10G
ports. The interfaces split-mode command is used to configure the mode (auto, 40G, 4X10G).

When a splitter cable is used the port numbering scheme changes to accommodate the four 10G ports by
using letters a, b, c, d to refer to the 10G sub-ports. When referring to a single sub-port the port letter
should be used to differentiate between all the sub-ports. If no letter is given the command assumes port
‘a', for example.

-> show interfaces 1/1/1 - refers to interface 1/1/1a
-> show interfaces 1/1/1a - refers to interface 1/1/1a
-> show interfaces 1/1/1d - refers to interface 1/1/1d

When referring to a range of ports the lettered sub-ports are implied, for example:

-> show interfaces 1/1/1-2 - refers to interfaces 1/1/1a, 1b, 1lc, 1d and 1/1/2a,
2b, 2c, 2d

-> show interfaces 1/1/l1la-1c - refers to interfaces 1/1/l1a, 1b, 1c

-> show interfaces 1/1/1-2a - refers to interfaces 1/1/1a, 1b, 1c, 1d, and 1/1/
2a.

Configuring Beacon LED

The Beacon LED feature provides a mechanism to allow an administrator to configure the color and the
mode of a port LED using the interfaces beacon command. This can useful in the following scenarios:

e Port identification: Can help to identify a particular port(s) needing attention or where a cable may
need to be swapped. Manually changing the color or mode of the port LED can help to guide a
technician to a particular port. This can also be helpful in a highly dense mesh of cabling.

e Power Savings: Large Data Centers are looking for ways to reduce power consumption. One way could
be to power off every LED on every node if operating properly and only use the LEDs for indicating
ports that need attention.

e Tracking link activity: Servers are often configured in clusters for certain functions or applications.
Ports could be color coded to differentiate between clusters.
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Note. The beacon LED feature does not affect the normal behavior of switch ports or traffic flow. It only
sets LED colors and behaviors for the uses listed above. If an actual alarm or issue is detected on the switch,
important LED status information related to the issue takes precedence and overrides beacon settings.

Note. The beacon LED feature is not supported on sub-ports ‘b, 'c’, or 'd' when an interface is operating in
4X10G mode. Additionally, only Solid mode is supported on sub-port 'a’ for 4X10G interfaces.

LED Color and Mode Settings

e LED Color - The color of the LED can be changed to yellow, white, red, magenta, green, blue, aqua, or
off.

e Activity Mode - The LED will blink normally based on the port activity but the color of the LED can
be changed.

e Solid Mode - The LED will not blink based on the port activity, it will always be solid. The color of
the LED can be changed.

-> interfaces 1/1/30 beacon admin-status enable
-> interfaces 1/1/30 beacon led-color magenta

-> interfaces 1/1/30 beacon led-mode solid

Beacon settings are saved and can be administratively enabled or disabled as needed at a later time. This
allows administrators to reuse previously configured LED settings without having to start over. Use the
show interfaces beacon command to view the beacon settings.

-> show interfaces beacon
Ch/Slot/Port Admin-Stat LED-Color LED-Mode

———————————— T
1/71/1A Disable Magenta Solid
1/1/2A Disable Blue Activity
1/1/30A Enable Magenta Solid
1/71/31A Enable Off Solid
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Using TDR Cable Diagnostics

Time Domain Reflectometry (TDR) is a feature that is used to detect cable faults. This feature is best
deployed in networks where service providers and system administrators want to quickly diagnose the
state of a cable during outages, before proceeding with further diagnosis.

When a TDR test is initiated, a signal is sent down a cable to determine the distance to a break or other
discontinuity in the cable path. The length of time it takes for the signal to reach the break and return is
used to estimate the distance to the discontinuity.

Initiating a TDR Cable Diagnostics Test
Consider the following guidelines before initiating a TDR test:
e Only one test can run at any given time, and there is no way to stop a test once it has started.

e The TDR test runs an “out-of-service” test; other data and protocol traffic on the port is interrupted
when the test is active.

e TDR is supported only on copper ports.
e TDRis not supported on Link aggregate ports.
e Each time a TDR test is run, statistics from a test previously run on the same port are cleared.

A TDR test is initiated using the interfaces tdr CLI command. For example, the following command
starts the test on port 2/1:

-> interfaces 1/1/1 tdr enable

Displaying TDR Test Results

The show interfaces tdr-statisticscommand is used to display TDR test statistics. For example:

-> show interfaces 1/1/1 tdr-statistics
Legend:

Pair 1 - Orange and White

Pair 2 - Green and White

Pair 3 - Blue and White

Pair 4 - Brown and White

Ch/Slot/ No of Cable Fuzzy Pairl Pairl Pair2 Pair2 Pair3 Pair3 Pair4 Pair4 Test
port pairs State Length State Length State Length State Length State Length Result

----- e

17171 4 ok 0 ok 3 ok 3 ok 3 ok 3 success
The following cable states are indicated in the show interfaces tdr-statistics command output:
e OK—Wire is working properly
e Open:—Wire is broken

e Short—~Pairs of wire are in contact with each other

Crosstalk—Signal transmitted on one pair of wire creates an undesired effect in another wire.

Unknown:—Cable diagnostic test unable to find the state of a cable.
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Clearing TDR Test Statistics

The clear interfaces command is used to clear the statistics of the last test performed on the port. There is
no global statistics clear command. For example, the following command clears the TDR statistics:

-> clear interfaces 1/1/1 tdr-statistics

TDR statistics from a previous test are also cleared when a new test starts on the same port.

OmniSwitch AOS Release 8 Network Configuration Guide  April 2018 page 1-14



Configuring Ethernet Ports Interfaces Violation Recovery

Interfaces Violation Recovery

The OmniSwitch allows features to shutdown an interface when a violation occurs on that interface. To
support this functionality, the following interfaces violation recovery mechanisms are provided:

¢ Manual recovery of a downed interface using the interfaces split-mode command.

e An automatic recovery timer that indicates how much time a port remains shut down before the switch
automatically brings the port back up (see “Configuring the Violation Recovery Time” on page 1-17).

e A maximum number of recovery attempts setting that specifies how many recoveries can occur before
a port is permanently shutdown (see “Configuring the Violation Recovery Time” on page 1-17).

e A wait-to-restore timer that indicates the amount of time the switch waits to notify features that the
port is back up (see “Configuring the Wait-to-Restore Timer” on page 1-21).

e An SNMP trap that is generated each time an interface is shutdown by a feature. This can occur even
when the interface is already shutdown by another feature. The trap also indicates the reason for the
violation.

e An SNMP trap that is generated when a port is recovered. The trap also includes information about
how the port was recovered. Enabling or disabling this type of trap is allowed using the violation
recovery-trap command.

Violation Shutdown and Recovery Methods
A port can be shutdown with one of the following methods, depending on the feature.

Filtering — The port is blocked by applying filtering to discard all packets sent or received on the port.
With this method the link LED of the port remains ON. A port in this state can be recovered using the
following methods:

e Using the interfaces split-mode command to manually clear the violation.

e Automatic recovery when the interface recovery timer expires.

e Using the interfaces alias command to administratively disable and enable the interface.
e Disconnecting and reconnecting the interface link.

e A link down and link up event.

Administratively — A port is administratively disabled. With this method the LED does not remain ON. A
port in this state can be recovered using only the following methods:

e Using the interfaces split-mode command to manually clear the violation.
e Automatic recovery when the interface recovery timer expires.
e Using the interfaces alias command to administratively disable and enable the interface.

Disconnecting/reconnecting the interface link or a link down/up event will not recover a port that was
administratively disabled.
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Interface Violation Exceptions

An interface violation is not applied to an interface when any of the following scenarios occur:

Interaction With Other Features

An interface is already in a permanent shutdown state. In this case, the only method for recovery is to
use the interfaces split-mode command.

An interface is already shutdown by another feature.

An interface is not operationally up.

The table below lists the features that use the interfaces violation recovery mechanisms, along with the
violation reason and shutdown type.

Feature Reason Code Shutdown Type
BPDU Shutdown STP Discard

User Port Shutdown QO0s Discard
Policy rule - port disable QOs Discard

LPS LPS-D Discard

LPS LPS-S Admin-Down
UDLD UbDLD Admin-Down
NetSec NetSec Admin-Down
NI NISup Admin-Down
LLDP Rouge Detection LLDP Discard

Link Monitoring LinkMon Admin-Down
Link Fault Propagation LFP Admin-Down
Remote Fault Propagation RFP Admin-Down
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Configuring Interface Violation Recovery

The following sections provide information about how to configure parameter values that apply to the
interfaces violation recovery mechanisms.

Configuring the Violation Recovery Time

The violation recovery time specifies the amount of time the switch waits before automatically recovering
a port that was shut down due to a violation. When the recovery timer expires, the interface is
operationally re-enabled and the violation on the interface is cleared.

Consider the following when configuring the violation recover time:

¢ The timer value does not apply to interfaces that are in a permanent shutdown state. A port in this state
is only recoverable using the interfaces split-mode command.

¢ The interface violation recovery mechanism is not supported on link aggregates, but is supported on
the link aggregate member ports.

The violation recovery-time command is used to configure the automatic recovery time value, which is
configurable on a per-port or global basis. For example, the following commands set the violation
recovery time to 600 seconds at the global level and to 200 seconds for port 2/1 on chassis 1:

-> violation recovery-time 600
-> violation 1/2/1 recovery-time 200

The violation recovery time value configured for a specific interface overrides the global value configured
for all switch interfaces. To set the port-level value back to the global value, use the default parameter
with the violation recovery-time command. For example, the following command sets the violation
recovery time for port 2/1 on chassis 1 back to the global value of 600:

-> violation 1/2/1 recovery-time default

To disable the violation recovery timer mechanism, set the recovery time to zero. For example:

-> violation recovery-time 0O
-> violation 1/2/1 recovery-time 0O

Configuring the Violation Recovery Maximum Attempts

The violation recovery maximum setting specifies the maximum number of recovery attempts allowed
before a port is permanently shut down. This value increments by one whenever an interface recovers
from a violation using the automatic recovery timer mechanism. When the number of recovery attempts
exceeds this configured threshold, the interface is permanently shut down. The only way to recover a
permanently shut down interface is to use the interfaces split-mode command.

The recovery mechanism tracks the number of recoveries within a fixed time window (FTW). The FTW =
2 * maximum recovery number * recovery timer. For example, if the maximum number of recovery
attempts is set to 4 and the recovery timer is set to 5, the FTW is 40 seconds (2 * 4 * 5=40).

The show interfaces command is used to configure the maximum number of recovery attempts. This
value is configurable on a per-port or global basis. For example, the following commands set the number
of attempts to 3 at the global level and to 5 for port 2/1on chassis 1:

-> violation recovery-maximum 3
-> violation 1/2/1 recovery-maximum 5
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The maximum recovery attempts value configured for a specific interface overrides the global value
configured for all switch interfaces. To set the port-level value back to the global value, use the default
parameter with the show interfaces command. For example, the following command sets the number of
recovery attempts for port 2/1 on chassis 1 back to the global value of 3:

-> violation 1/2/1 recovery-maximum default

To disable the violation recovery maximum attempts mechanism, set the number of attempts to zero. For
example:

-> violation recovery-maximum 0O
-> violation 1/2/1 recovery-maximum O

Verifying the Interfaces Violation Recovery Configuration

Use the following show commands to verify the violation recovery configuration:

show interfaces Displays the administrative status, link status, violations, recovery
time, maximum recovery attempts and the value of the wait-to-restore
timer.

show violation Displays the address violations that occur on ports with LPS restric-

tions. This command displays a port violation for sticky port security
when the maximum number of MAC address of the connected worksta-
tion that the switch learns.

interfaces link-monitoring Displays the globally configured recovery time, SNMP recovery trap
admin-status enable/disable status and maximum recovery attempts.

For more information about the resulting displays from these commands, see the OmniSwitch AOS
Release 8 CLI Reference Guide.
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Clearing Ethernet Port Violations

The following switch applications may trigger a violation condition on one or more ports:
e [ earned Port Security (LPS)
Quality of Service (QoS)

Network Security

UniDirectional Link Detection (UDLD)

Fabric stability related violations

Depending on the application and type of violation, specific actions are taken when a violation is detected
on the port. For example, an application may take one of the following actions when the violation triggers
a port shut down:

e Admin Down—deactivates the physical port.

¢ Simulated Down—the physical port shows as active but the applications are not allowed to access the
port link. The port is put in a blocking state.

A security violation may occur under the following conditions:

e A port is configured as a secure port and the number of secure MAC addresses learned on the port has
exceeded the maximum value.

e A device with a secure MAC address that is configured or learned on one of the secure ports attempts
to access another secure port.

Consider the following regarding link aggregate security violations:

e When a violation occurs on a physical port that is a member of a link aggregate, the violation affects
the entire link aggregate group. All ports on that link aggregate are either restricted or shut down.

e When the violations are cleared for the entire link aggregate group, the whole link aggregate group is
reactivated.

e When a simulated down violation occurs, toggling the link clears the violation for both the link
aggregates and physical ports.

To view the violation conditions that exist on individual ports or link aggregates, use the show violation
command. For example:

-> show violation

Port Source Action Reason Timer
—————— e e e
1/1 src Irn simulated down Ips shutdown 0
1/2 src Irn simulated down Ips restrict 0
2 gos admin down policy 0

To clear all the MAC address violation logs and activate the port or link aggregate, use the clear violation
command. For example:

-> clear violation port 1/10
-> clear violation linkagg 10-20
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Link Monitoring

The Link Monitoring feature is used to monitor interface status to minimize the network protocol re-
convergence that can occur when an interface becomes unstable. To track the stability of an interface, this
feature monitors link errors and link flaps during a configured timeframe. If the number of errors or link
flaps exceeds configured thresholds during this time frame, the interface is shut down.

Note. Link Monitoring can be enabled on individual ports that make up a virtual port such as a link
aggregate or VFL, but not on the entire link aggregate or VFL virtual port.

There are no explicit Link Monitoring commands to recover a port from a Link Monitoring shutdown. See
“Clearing Ethernet Port Violations” on page 1-19 for information of clearing port violations.

Monitoring Interface Errors

When physical errors occur on an interface, control and data traffic is dropped causing unnecessary re-
convergence for the network protocol running on the interface. The Link Monitoring feature monitors the
physical errors such as CRC, lost frames, error frames and alignment errors. When a configurable number
of errors is detected within the duration of a link monitoring window, the interface is shut down.

To configure the number of errors allowed before the port is shut down, use the interfaces link-
monitoring link-error-threshold command. For example:

-> interfaces 1/1 link-monitoring link-error-threshold 50

In this example, the port is shutdown if the number of link errors exceeds the threshold value of 50 during
the link monitoring window timeframe.

Monitoring Interface Flapping

When physical connectivity errors occur on an interface, the interface becomes unstable and causes
unnecessary re-convergence for the network protocols running on the interface. The Link Monitoring
feature monitors these interface flaps and shuts down the interface when excessive flapping is detected.

¢ The shutdown action is a physical port shutdown (the PHY and LED are down).

e Whenever an interface comes up and it is not an administrative action (admin-up), the link flap counter
is incremented.

The interfaces link-monitoring link-flap-threshold command is used to configure the number of flaps
allowed before the interface is shutdown. For example:

-> interfaces 1/1 link-monitoring link-flap-threshold 5

In this example, the port is shutdown if the number of link flaps exceeds the threshold value of five during
the link monitoring window timeframe.
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Monitoring Window

The Link Monitoring window is a per-port configurable timer that is started whenever link-monitoring is
enabled on a port. During this time frame interface receive errors and interface flaps are counted. If either
of the values exceeds the configured thresholds the interface is shut down.

e The timer value can be modified even when the Link Monitoring timer is running and the new value of
timer will take effect after the current running timer expires.

¢ The threshold values for link errors and link flaps can also be modified when link-monitoring timer is
running; if the new threshold value is less than the current link-flap or link-error counter value, then the
interface will be shutdown immediately.

The interfaces link-monitoring time-window command is used to configure the monitoring window
timer. For example:

-> interfaces 1/1 link-monitoring time-window 500

In this example, link monitoring will monitor port 1/1 for 500 seconds.

Starting a Link Monitoring Session

The Link Monitoring window timer is started when the feature is enabled on an interface using the
interfaces link-monitoring admin-status command. For example:

-> interfaces 1/1 link-monitoring admin-status enable

All the statistics (link errors and link flaps) for a port are reset to zero when Link Monitoring is enabled on
that port.

Stopping a Link Monitoring Session
The Link Monitoring window timer is stopped when one of the following occurs:

e The interfaces link-monitoring admin-status command is used to disable the feature on the port. For
example:

-> interfaces 1/1 link-monitoring admin-status enable

e The port is shutdown by any feature, such as Link Monitoring, UDLD, or Link Fault Propagation.

Configuring the Wait-to-Restore Timer

The wait-to-restore (WTR) timer is used to implement a delay before an interface is made operational for
other features. Only after the timer has expired will the interface become active allowing network
protocols to converge more gracefully. The timer value is configured on a per-port basis and is started
whenever one of the following link-up events occurs:

e An interface is administratively downed followed by administratively up.

e The interfaces split-mode command is used.

e An interface recovers from a violation due to the automatic recovery timer mechanism.
e An interface is made operationally up when the cable is plugged in.

Consider the following when configuring the wait-to-restore timer:
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e If the interface goes down again while the WTR timer is still running, the WTR timer is stopped.
Otherwise, the interface is recovered after the time expires.

e The WTR timer functionality has no impact on link-error or link-flap detection; these features are
configurable even when the WTR timer is disabled.

e The timer value can be modified when the WTR timer is running; however, the new timer value does
not take effect until after the current running timer expires.

e The WTR timer is reset on every link up event that is detected.
e The WTR timer is stopped on detection of every link down event.
e When the WTR timer is running, the interface is physically up but the link status is down.

The interfaces wait-to-restore command is used to configure the WTR timer value, in multiples of 5. For
example, the following commands set the WTR timer value to 300 seconds:

-> interfaces 1/1 wait-to-restore 300
To disable the WTR timer mechanism, set the timer value to zero. For example:
-> interfaces 1/1 wait-to-restore 0O

By default, the WTR time is disabled.

Configuring the Wait-to-Shutdown Timer

The wait-to-shutdown (WTS) timer is used to implement a delay before an interface is made non-
operational for other applications such as data, control and management. Only after the timer has expired
will the interface become disabled allowing network protocols to converge more gracefully. The timer
value is configured on a per-port basis and is started whenever one of the following link-up events occurs:

e An interface is administratively brought down.
e An interface is shutdown from a violation.
e An interface is made operationally down when the cable is unplugged in.

When the interface goes down, the WTS timer will be started. If the interface comes back up while the
WTS timer is running, then WTS timer will be stopped and no link down event will be sent. Otherwise,
after the WTS timer expiries a link-down event will be sent to all the relevant applications.

Consider the following when configuring the wait-to-shutdown timer:

¢ If the interface comes back up while the WTS timer is still running, the WTS timer is stopped and no
link down event is sent to other switch applications.

e The WTR timer functionality has no impact on link-error or link-flap detection; these features are
configurable even when the WTS timer is disabled.

e The timer value can be modified when the WTS timer is running; however, the new timer value does
not take effect until after the current running timer expires.

¢ When the wait-to-shutdown timer is running there would be packet loss on that interface. This is
because the port is physical down and only the link-down event is not being communicated to the
switch applications which will continue to send packets to the interface.
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¢ The link-status of the remote connected port will be down when the WTS timer is running since the
port is physically down.

The interfaces wait-to-shutdown command is used to configure the WTS timer value, in multiples of 10
milliseconds. For example, the following commands set the WTR timer value to 30 seconds:

-> interfaces 1/1 wait-to-shutdown 30000
To disable the WTR timer mechanism, set the timer value to zero. For example:
-> interfaces 1/1 wait-to-shutdown O

By default, the WTS time is disabled.

Displaying Link Monitoring Information

Use the following show commands to display Link Monitoring statistics and configuration information:

show interfaces link- Displays Link Monitoring statistics, such as the link flap and error

monitoring statistics counts and the port state (shutdown, down, up).

show interfaces link- Displays the Link Monitoring configuration, such as the monitoring

monitoring config status, monitoring window time, and the link flap and error thresholds.

show interfaces Displays the administrative status, link status, violations, recovery
time, maximum recovery attempts and the value of the wait-to-restore
timer.

For more information about the resulting displays from these commands, see the OmniSwitch AOS
Release 8 CLI Reference Guide.
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Link Fault Propagation

The Link Fault Propagation (LFP) feature provides a mechanism to propagate a local interface failure into
another local interface. In many scenarios, a set of ports provide connectivity to the network. If all these
ports go down, the connectivity to the network is lost. However, the remote end remains unaware of this
loss of connectivity and continues to send traffic that is unable to reach the network. To solve this
problem, LFP does the following:

¢ Monitors a group of interfaces (configured as source ports).

e If all the source ports in the group go down, LFP waits a configured amount of time then shuts down
another set of interfaces (configured as destination ports) that are associated with the same group.

e When any one of the source ports comes back up, all of the destination ports are brought back up and
network connectivity is restored.

The LFP source and destination ports can be physical or link aggregation ports. If the destination port is a
link aggregation port the shutdown consists of shutting down all members of the link aggregation group
(physically down). However, the link aggregation group remains administratively enabled.

Interaction With Interfaces Violation Recovery

e The clear violation command will clear the LFP violations and mark the interfaces as up even if the
violation condition still exists.

e An admin down followed by an admin up will clear the LFP violation and mark the interfaces as up
even if the violation condition still exists.

e When the destination port is a link aggregate, the shutdown action does not shutdown the link
aggregation. Instead, all the ports that are members of the link aggregation at the time of the violation
are shutdown.

e A link aggregate port remains in a violation state even if the port leaves the link aggregate.

e If a port that is not a member of a link aggregate at the time a violation occurred is added to a link
aggregate, the switch will not shut down the port.

e SNMP traps cannot be configured for LFP. The interface violation recovery mechanism will be
responsible for sending traps when a port is shutdown or recovered by LFP.

¢ If the wait-to-restore (WTR) timer is configured on the source ports of a LFP group with link
monitoring enabled, the state of the destination ports of the group will be determined by the link state
of the ports after the WTR timer has expired.

See “Interfaces Violation Recovery” on page 1-15 for information of learning port violations.
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Configuring Link Fault Propagation
Configuring LFP requires the following steps:

1 Create an LFP group. This type of group identifies the source ports to monitor and the destination
ports to bring down when all of the source ports go down. To create an LFP group, use the link-fault-
propagation group command. For example:

-> link-fault-propagation group 1

2 Associate source ports with the LFP group. To associate source ports to an LFP group, use the link-
fault-propagation group source command. For example:

-> link-fault-propagation group 1 source port 1/2-5 2/3

3 Associate destination ports with the LFP group. To associate destination ports with an LFP group,
use the link-fault-propagation group destination command. For example:

-> link-fault-propagation group 1 destination port 1/5-8 2/3

4 Configure the LFP wait-to-shutdown timer. This timer specifies the amount of time that LFP will
wait before shutting down all the destination ports. To configure this timer value, use the link-fault-
propagation group wait-to-shutdown command. For example:

-> link-fault-propagation group 1 wait-to-shutdown 70

Note. Optional. To verify the LFP configuration, use the show link-fault-propagation group command.
For example:

-> show link-fault-propagation group

Group Id : 2
Source Port(s) - 0/1-2 1/1-5 1/7,
Destination Port(s) - 0/3 1/10-13,
Group-Src-Ports Status :@ up,
Admin Status : enable,
Wait To Shutdown - 10

Group Id : 6
Source Port(s) - 1/2 1/6 1/9,
Destination Port(s) : 1/10-11 1/13,
Group-Src-Ports Status : down,
Admin Status : disable,
Wait To Shutdown -5

-> show link-fault-propagation group 2

Group Id : 2
Source Port(s) - 0/1-2 1/1-5 1/7,
Destination Port(s) - 0/3 1/10-13,
Group-Src-Ports Status :@ up,
Admin Status : enable,
Wait To Shutdown 10

See the OmniSwitch AOS Release 8 CLI Reference Guide for more information about LFP commands.
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LFP Application Example

This section provides an example of using LFP in a layer 2 network configuration, as shown in the
following sample topology:

0s-1

2/1

3/1

Access LACP 1

Link Fault Propagation - Application Example

In this example:

e When interfaces 2/1 and 3/1 on OS-1 are down, the access switch will keep interface 1/1 as active and
traffic will still be forwarded to OS-1 even though it has no network connectivity.

e To allow the switch to use the standby interface the link on OS-1 would need to be disabled so that
interface 1/1 on the access switch leaves the LACP group.

-> link-fault-propagation group 1 source port 2/1 3/1 destination linkagg 1
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IEEE 1588 Precision Time Protocol (PTP)

The Precision Time Protocol (PTP) is a protocol used to synchronize clocks throughout a computer
network. On a local area network, it achieves clock accuracy in the sub-microsecond range, making it
suitable for measurement and control systems.

The PTP function requires a time source device and a time receiver device to provide the time
synchronization between the devices. The time source is called master and time receiver is known as
slave. Apart from this master and slave clock devices, there are intermediate switches in the network
through which the packets would be transmitted. On transmitting through these devices, a transmission
delay would be introduced on each of the switches placed between the master and the slave. To maintain
the accuracy of time synchronization between the master and the slave, it is important to take into
consideration these transmit times taken by the PTP frames when passing along the intermediary nodes.
The intermediate switches must have the ability to support PTP and thereby update the link and/or
residency time of frames in these switches - a concept knows as transparent clocking. There are two types
of transparent clocks, end-2-end transparent clock and peer-2-peer transparent clock.

OmniSwitch supports one step End-2-End transparent clock as defined in IEEE 1588 v2 Precision Time
Protocol standard (supports both 1588v1/v2 transparent clock).

Enabling/Disabling PTP Time Stamping

The interfaces ptp admin-state command can be used to enable or disable IEEE 1588 PTP time stamping
on the switch, and set the internal priority for the incoming PTP packet.

-> interfaces ptp admin-state enable
-> interfaces ptp admin-state disable

The below command sets the internal priority for the incoming PTP packet as 4.
-> interfaces ptp admin-state enable priority 4

To set the internal priority to the default value 7, use the default keyword.

-> interfaces ptp admin-state enable priority default

Use show interfaces ptp config command to view the current PTP status on the switch.
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MAC Security Overview

MACSec (MAC Security) provides point-to-point security on Ethernet links between directly connected
nodes. MACSec prevents DoS/M-in-M/playback attacks, intrusion, wire-tapping, masquerading, and so
on. MACSec can be used to secure most of the traffic on Ethernet links - LLDP frames, LACP frames,
DHCP/ARP packets, and so on.

How It Works?

MACSec-enabled links are secured by matching security keys. Data integrity checks are done by
appending an 8-byte or 16-byte header and a 16-byte tail to all Ethernet frames traversing the secured link.
Optionally, traffic can also be encrypted, if enabled by user configuration.

On the wire, a MACSec packet starts with an Ethernet header with etherType 0x88E5, followed by an 8-
byte or 16-byte SecTag header containing information about the decryption key, a packet number and
Secure Channel Identifier. The SecTag header is followed by the payload (which may be optionally
encrypted), and the Integrity Check Value (ICV) generated by GCM-AES of size 16 bytes.

Each node in a MACSec-protected network has at least one transmit secure channel associated with a
Secure Channel Identifier (SCI). Configuration parameters such as enable encryption or perform replay
protection are stored in the context of the transmit secure channel. A single secure channel is
unidirectional - that is, it can be applied to either inbound or outbound traffic.
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Each node that expects to receive traffic sent in a particular transmit secure channel must configure a
'matching' receive secure channel, with an SCI corresponding to the SCI of the transmit secure channel of
the peer.

Within each secure channel, secure associations (SA) are defined. The SAs hold the encryption keys
identified by their association number (AN), along with a packet number. On the transmit side, this packet
number is put in the MACSec SecTag header and used in the encryption process. On the receive side, the
packet number from the SecTag header will be checked against the packet number locally stored in the
corresponding secure association to perform replay protection.

MACSec supports two SA (secure associations) modes:
e Static SA Mode
¢ Dynamic SA Mode
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In Static SA Mode, manually configured SA keys are used to secure traffic on the point-to-point link
between two nodes. Security is maintained by periodically rotating the SA keys. Each SA key must have a
corresponding matching value on the other end of the MACSec link.

In Dynamic SA Mode, after a secure channel (TX and RX) has been successfully established between two
nodes on the point-to-point link, the MacSec Key Agreement Protocol (MKA) is enabled. The MKA
protocol selects one of the nodes to become the key server. The key server then creates a dynamic SA key
and shares it with the node at the other end over the secure channel. Once the other end also creates this
dynamic SA key, subsequent traffic is secured using the new SA. The key server periodically and
randomly creates and exchanges new SA to replace the older SA, using the MKA protocol for as long as
the MACSec link is enabled.

Note. OmniSwtich supports only Static SA Mode.

Key Management and Rotation

To support non-interrupting MACSec service, four keys are supported for each secure channel. One key is
used for actively protecting the traffic, while the other keys are programmed into hardware to be used as
backup. This would reduce the frequency that SW has to be interrupted to setup a new key. For more
information on security key management commands, see the “Managing System Files” chapter in the
OmniSwitch AOS Release 8 Switch Management Guide.

Enabling/Disabling MACSec on an Interface
The MACSec configuration consists of three steps:

¢ Create aes-gcm-128 keys and associate the keys to a keychain.
(Refer to the “Chassis Management and Monitoring Commands” chapter in the OmniSwitch AOS
Release 8 CLI Reference Guide for more information on keychain configuration.)

e Create secure channel for TX and RX with keychain associated for TX and RX, associate the secure
channel to a physical interface.

Note. The keychain associated with the SCI-TX and SCI-RX must have four keys supporting ‘AES-GCM-
128’ algorithm, and the number of keys in the keychain associated with both SCI-TX and SCI-RX on an
interface must be equal.

e Enable MACSec on the physical interface. MACSec cannot be administratively enabled on an interface
until both SCI-TX and SCI-RX are configured on the interface.

Use interfaces macsec admin-state command to enable or disable MACSec on a physical port or a port
range, configure secure channel association for TX and RX on the specified interface or interfaces, and set
the SA mode to static.

MACSec supports one secure channel for TX and one secure channel for RX configuration on an
interface. By default, the MACSec mode is set to “static’

-> interface port 1/1/1 macsec admin-state mode static sci-tx Ox1 key-chain 1
encryption sci-rx 0x1 key-chain 1 encryption

Use the no form of this command to disable encryption on TX or RX channel, remove keychain
configuration on TX or RX channel, remove TX or RX channel. For example,

-> no interface 1/1/1 macsec sci-rx 0x2 keychain
-> no interface 1/1/1 macsec sci-tx encryption

OmniSwitch AOS Release 8 Network Configuration Guide  April 2018 page 1-29



2 Configuring UDLD

UniDirectional Link Detection (UDLD) is a protocol for detecting and disabling unidirectional Ethernet
fiber or copper links caused by mis-wiring of fiber strands, interface malfunctions, media converter faults,
and so on. The UDLD protocol operates at Layer 2 in conjunction with the IEEE 802.3 - Layer 1 fault
detection mechanisms.

UDLD is a lightweight protocol that can be used to detect and disable one-way connections before they
create dangerous situations such as Spanning Tree loops or other protocol malfunctions. The protocol is
mainly used to advertise the identities of all the UDLD-capable devices attached to the same LAN
segment and to collect the information received on the ports of each device to determine whether or not
the Layer 2 communication is functioning properly. All connected devices must support UDLD for the
protocol to successfully identify and disable unidirectional links. When UDLD detects a unidirectional
link, the protocol administratively shuts down the affected port and generates a trap to alert the user.

In This Chapter

This chapter describes how to configure UDLD parameters through the Command Line Interface (CLI).
CLI commands are used in the configuration examples; for more details about the syntax of commands,
see the OmniSwitch AOS Release 8 CLI Reference Guide.

Configuration procedures described in this chapter include the following:
e “Configuring UDLD” on page 2-6.

e “Configuring the Operational Mode” on page 2-7.

e “Configuring the Probe-Timer” on page 2-7.

e “Configuring the Echo-Wait-Timer” on page 2-7.

e “Clearing UDLD Statistics” on page 2-8.

e “Verifying the UDLD Configuration” on page 2-8.

e “Verifying the UDLD Configuration” on page 2-8.
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UDLD Defaults

UDLD Defaults

Parameter Description Command Default
UDLD administrative state udld Disabled
UDLD status of a port udld port Disabled
UDLD operational mode udld mode Normal
Probe-message advertisement timer  udld probe-timer 15 seconds
Echo-based detection timer udld echo-wait-timer 8 seconds
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Quick Steps for Configuring UDLD

1 To enable the UDLD protocol on a switch, use the udld command. For example:
-> udld enable

2 To enable the UDLD protocol on a port, use the udld port command by entering udld port, followed
by the slot and port number, and enable. For example:

-> udld port 1/6 enable

3 Configure the operational mode of UDLD by entering udld port, followed by the slot and port
number, mode, and the operational mode. For example:

-> udld port 1/6 mode aggressive

4 Configure the probe-message advertisement timer on port 6 of slot 1 as 17 seconds using the following
command:

-> udld port 1/6 probe-timer 17

Note. Optional. Verify the UDLD global configuration by entering the show udld configuration command
or verify the UDLD configuration on a port by entering the show udld configuration port command. For
example:

-> show udld configuration

Global UDLD Status : Disabled

-> show udld configuration port 1/6
Global UDLD Status: enabled

Port UDLD Status: enabled

Port UDLD State: bidirectional

UDLD Op-Mode: normal

Probe Timer (Sec): 20,
Echo-Wait Timer (Sec): 10

To verify the UDLD statistics of a port, use the show udld statistics port command. For example:
-> show udld statistics port 1/42

UDLD Port Statistics

Hello Packet Send :8,
Echo Packet Send 8,
Flush Packet Recvd :0
UDLD Neighbor Statistics
Neighbor ID Hello Pkts Recv Echo Pkts Recv
______________ S SO SR,
1 8 15
2 8 15
3 8 21
4 8 14
5 8 15
6 8 20
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UDLD Overview

UDLD is a Layer 2 protocol used to examine the physical configuration connected through fiber-optic or
twisted-pair Ethernet cables. When a port is affected and only a unidirectional link is working, UDLD
detects and administratively shuts down the affected port, and alerts the user. Unidirectional links can
create hazardous situations such as Spanning-Tree topology loops caused, for instance, by unwiring of
fiber strands, interface malfunctions, faults of the media converter, and so on.

The UDLD feature is supported on the following port types:
e Copper ports
e Fiber ports

UDLD Operational Mode

UDLD supports two modes of operation:
e Normal mode
e Aggressive mode

UDLD works with the Layer 1 mechanisms to determine the physical status of a link. A unidirectional link
occurs whenever the traffic sent from a local device is received by its neighbor; but the traffic from the
neighbor is not received by the local device.

Normal Mode

In this mode, the protocol depends on explicit information instead of implicit information. If the protocol
is unable to retrieve any explicit information, the port is not put in the shutdown state; instead, it is marked
as Undetermined. The port is put in the shutdown state only when:

e |tis explicitly determined that the link is defective
e When it is determined on the basis of UDLD-PDU processing that link has become unidirectional.

In any such state transition, a trap is raised.

Aggressive Mode

In this mode, UDLD checks whether the connections are correct and the traffic is flowing bidirectionally
between the respective neighbors. The loss of communication with the neighbor is considered an event to
put the port in shutdown state. Thus, if the UDLD PDUs are not received before the expiry of a timer, the
port is put in the UDLD-shutdown state. Since the lack of information is not always due to a defective
link, this mode is optional and is recommended only for point-to-point links.

UDLD shuts down the affected interface when one of these problems occurs:
¢ On fiber-optic or twisted-pair links, one of the interfaces cannot send or receive traffic.
e On fiber-optic or twisted-pair links, one of the interfaces is down while the other is up.

e One of the fiber strands in the cable is disconnected.
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Mechanisms to Detect Unidirectional Links

The UDLD protocol is implemented to correct certain assumptions made by other protocols and to help
the Spanning Tree Protocol to function properly to avoid dangerous Layer 2 loops.

UDLD uses two basic mechanisms:

e It advertises the identity of a port and learns about its neighbors. This information about the neighbors
is maintained in a cache table.

¢ It sends continuous echo messages in certain circumstances that require fast notifications or fast re-
synchronization of the cached information.

Neighbor database maintenance

UDLD learns about other UDLD neighbors by periodically sending a Hello packet (also called an
advertisement or probe) on every active interface to inform each device about its neighbors.

When the switch receives a Hello message, the switch caches the information until the age time expires. If
the switch receives a new Hello message before the aging of an older cache entry, the switch replaces the
older entry with the new one.

Whenever an interface is disabled and UDLD is running, or UDLD is disabled on an interface, or the
switch is reset, UDLD clears all the existing cache entries for the interfaces that are affected by the
configuration change. UDLD sends a message to the neighbors to flush the part of their caches affected by
the status change. This UDLD message is intended to synchronize the caches.

Echo detection

UDLD depends on an echo-detection mechanism. UDLD restarts the detection window on its side of the
connection and sends echo messages in response to the request, whenever a UDLD device learns about a
new neighbor or receives a re-synchronization request from an out-of-sync neighbor. This behavior is the
same on all UDLD neighbors because the sender of the echoes expects to receive an echo as a response.

If the detection window ends and no valid response is received, the link is shut down, depending on the
UDLD mode. When UDLD is in normal mode, the link is considered to be undetermined and is not shut
down. When UDLD is in aggressive mode, the link is considered to be unidirectional, and the interface is
shut down.

In normal mode, if UDLD is in the advertisement or in the detection phase and all the neighbor cache
entries are aged out, UDLD restarts the link-up sequence to re-synchronize with potentially out-of-sync
neighbors.

In aggressive mode, if UDLD is in the advertisement or in the detection phase and all the neighbors of a
port are aged out, UDLD restarts the link-up sequence to re-synchronize with potentially out-of-sync
neighbors. UDLD shuts down the port, after the continuous messages, if the link state is undetermined.
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Configuring UDLD

This section describes how to use Command Line Interface (CLI) commands to do the following:
e “Enabling and Disabling UDLD” on page 2-6.

e “Configuring the Operational Mode” on page 2-7.

e “Configuring the Probe-Timer” on page 2-7.

e “Configuring the Echo-Wait-Timer” on page 2-7.

e “Clearing UDLD Statistics” on page 2-8.

e “Verifying the UDLD Configuration” on page 2-8.

Note. See the “UDLD Commands” chapter in the OmniSwitch AOS Release 8 CLI Reference Guide for
complete documentation of UDLD CLI commands.

Enabling and Disabling UDLD

By default, UDLD is disabled on all switch ports. To enable UDLD on a switch, use the udld command.
For example, the following command enables UDLD on a switch:

-> udld enable

To disable UDLD on a switch, use the udld command with the disable parameter. For example, the
following command disables UDLD on a switch:

-> udld disable

Enabling UDLD on a Port

By default, UDLD is disabled on all switch ports. To enable UDLD on a port, use the udld port
command. For example, the following command enables UDLD on port 3 of slot 1:

-> udld port 1/3 enable
To enable UDLD on multiple ports, specify a range of ports. For example:
-> udld port 1/6-10 enable

To disable UDLD on a port, use the udld port command with the disable parameter. For example, the
following command disables UDLD on a range of ports:

-> udld port 5/21-24 disable
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Configuring the Operational Mode
To configure the operational mode, use the udld mode command as shown:
-> udld mode aggressive
For example, to configure the mode for port 4 on slot 2, enter:
-> udld port 2/4 mode aggressive
To configure the mode for multiple ports, specify a range of ports. For example:

-> udld port 2/7-18 mode normal

Configuring the Probe-Timer
To configure the probe-message advertisement timer, use the udld probe-timer command as shown:
-> udld probe-timer 20
For example, to configure the probe-timer for port 3 on slot 6, enter:
-> udld port 6/3 probe-timer 18
To configure the probe-timer for multiple ports, specify a range of ports. For example:
-> udld port 1/8-21 probe-timer 18

Use the no form of this command to reset the timer. For example, the following command resets the timer
for port 4 of slot 6:

-> no udld port 6/4 probe-timer
The following command resets the timer for multiple ports:

-> no udld port 1/8-21 probe-timer

Configuring the Echo-Wait-Timer
To configure the echo-based detection timer, use the udld echo-wait-timer command as shown:
-> udld echo-wait-timer 9
For example, to configure the echo-wait-timer for port 5 on slot 6, enter:
-> udld port 6/5 echo-wait-timer 12
To configure the echo-wait-timer for multiple ports, specify a range of ports. For example:
-> udld port 1/8-21 echo-wait-timer 9

Use the no form of this command to reset the timer. For example, the following command resets the timer
for port 6 of slot 4:

-> no udld port 4/6 echo-wait-timer
The following command resets the timer for multiple ports:

-> no udld port 1/8-21 echo-wait-timer
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Clearing UDLD Statistics

To clear the UDLD statistics, use the clear udld statistics port command. For example, to clear the
statistics for port 4 on slot 1, enter:

-> clear udld statistics port 1/4
To clear the UDLD statistics on all the ports, enter:

-> clear udld statistics

Verifying the UDLD Configuration

To display UDLD configuration and statistics information, use the show commands listed below:

show udld configuration Displays the global status of UDLD configuration.

show udld configuration port Displays the configuration information for all UDLD ports or for
a particular UDLD port on the switch.

show udld statistics port Displays the UDLD statistics for a specific port.

show udld neighbor port Displays the UDLD neighbor ports.

show udld status port Displays the UDLD status for all ports or for a specific port.

For more information about the resulting display from these commands, see the OmniSwitch AOS Release
8 CLI Reference Guide. An example of the output for the show udld configuration port and show udld
statistics port commands is also given in “Quick Steps for Configuring UDLD” on page 2-3.
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3 Managing Source
Learning

Transparent bridging relies on a process referred to as source learning to handle traffic flow. Network
devices communicate by sending and receiving data packets that each contain a source MAC address and a
destination MAC address. When packets are received on switch network interface (NI) module ports,
source learning examines each packet and compares the source MAC address to entries in a MAC address
database table. If the table does not contain an entry for the source address, then a new record is created
associating the address with the port it was learned on. If an entry for the source address already exists in
the table, a new one is not created.

Packets are also filtered to determine if the source and destination address are on the same LAN segment.
If the destination address is not found in the MAC address table, then the packet is forwarded to all other

switches that are connected to the same LAN. If the MAC address table does contain a matching entry for
the destination address, then there is no need to forward the packet to the rest of the network.

In This Chapter

This chapter describes how to manage source learning entries in the switch MAC address table (often
referred to as the forwarding or filtering database) through the Command Line Interface (CLI). CLI
commands are used in the configuration examples; for more details about the syntax of commands, see the
OmniSwitch AOS Release 8 CLI Reference Guide.

Configuration procedures described in this chapter include:

e “Using Static MAC Addresses” on page 3-3.

e “Using Static Multicast MAC Addresses” on page 3-5.

e “Configuring MAC Address Table Aging Time” on page 3-7.
e “Configuring the Source Learning Status” on page 3-8.

® “Increasing the MAC Address Table Size” on page 3-9.

e “Displaying Source Learning Information” on page 3-10.
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Managing Source Learning

Source Learning Defaults

Source Learning Defaults

Parameter Description Command Default
Static MAC address operating mode mac-learning static mac-address bridging
MAC address aging timer mac-learning aging-time 300 seconds
MAC source learning status per port mac-learning enabled
MAC source learning mode mac-learning mode centralized
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Managing Source Learning MAC Address Table Overview

MAC Address Table Overview

Source learning builds and maintains the MAC address table on each switch. New MAC address table
entries are created in one of two ways: they are dynamically learned or statically assigned. Dynamically
learned MAC addresses are those that are obtained by the switch when source learning examines data
packets and records the source address and the port and VLAN it was learned on. Static MAC addresses
are user defined addresses that are statically assigned to a port and VLAN using the mac-learning static
mac-address command.

Accessing MAC Address Table entries is useful for managing traffic flow and troubleshooting network
device connectivity problems. For example, if a workstation connected to the switch is unable to
communicate with another workstation connected to the same switch, the MAC address table might show
that one of these devices was learned on a port that belonged to a different VLAN or the source MAC
address of one of the devices do not appear at all in the address table.

Using Static MAC Addresses

Static MAC addresses are configured using the mac-learning static mac-address command. These
addresses direct network traffic to a specific port and VLAN. They are particularly useful when dealing
with silent network devices. These types of devices do not send packets, so their source MAC address is
never learned and recorded in the MAC address table. Assigning a MAC address to the silent device’s port
creates a record in the MAC address table and ensures that packets destined for the silent device are
forwarded out that port.

When defining a static MAC address for a particular slot/port and VLAN, consider the following:
e Configuring static MAC addresses is only supported on fixed ports.

¢ The specified slot/port must already belong to the specified VLAN. Use the vlan members untagged
command to assign a port to a VLAN before you configure the static MAC address.

e Only traffic from other ports associated with the same VLAN is directed to the static MAC address
slot/port.

e Static MAC addresses are permanent addresses. This means that a static MAC address remains in use
even if the MAC ages out or the switch is rebooted.

e There are two types of static MAC address behavior supported: bridging (default) or filtering. Enter
filtering to set up a denial of service to block potential hostile attacks. Traffic sent to or from a filtered
MAC address is dropped. Enter bridging for regular traffic flow to or from the MAC address.

e |f a packet received on a port associated with the same VLAN contains a source address that matches a
static MAC address, the packet is discarded. The same source address on different ports within the
same VLAN is not supported.

e If astatic MAC address is configured on a port link that is down or disabled, an asterisk appears to the
right of the MAC address in the display output. The asterisk indicates that this is an invalid MAC
address. When the port link comes up, however, the MAC address is then considered valid and the
asterisk no longer appears next to the address in the display.
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Configuring Static MAC Addresses
To configure a permanent, bridging static MAC address, see the example below:
-> mac-learning vlan 1 port 1/1 static mac-address 00:00:02:CE:10:37 bridging
Use the no form of this command to clear MAC address entries from the table:
-> no mac-learning vlan 1 port 1/1 static mac-address 00:00:02:CE:10:37 bridging
To verify static MAC address configuration and other table entries, use the show mac-learning command.
For more information about this command, see the OmniSwitch AOS Release 8 CLI Reference Guide.
Static MAC Addresses on Link Aggregate Ports

Static MAC Addresses are not assigned to physical ports that belong to a link aggregate. Instead, they are
assigned to a link aggregate ID that represents a collection of physical ports. This ID is specified at the
time the link aggregate of ports is created.

To configure a static MAC address on a link aggregate 1D 1 belong to VLAN 1 see the example below:
-> mac-learning vlan 1 linkagg 1 static mac-address 00:00:02:CE:10:37 bridging

For more information about configuring a link aggregate of ports, see Chapter 9, “Configuring Static Link
Aggregation” and Chapter 10, “Configuring Dynamic Link Aggregation.”

OmniSwitch AOS Release 8 Network Configuration Guide  April 2018 page 3-4



Managing Source Learning Using Static Multicast MAC Addresses

Using Static Multicast MAC Addresses

Using static multicast MAC addresses allows you to send traffic intended for a single destination multicast
MAC address to selected switch ports within a given VLAN. To specify which ports receive the multicast
traffic, a static multicast address is assigned to each selected port for a given VLAN. The ports associated
with the multicast address are then identified as egress ports. When traffic received on ports within the
same VLAN is destined for the multicast address, the traffic is forwarded only on the egress ports that are
associated with the multicast address.

The mac-learning multicast mac-address command is used to configure a static multicast MAC address.
When defining this type of static MAC address for a particular port and VLAN, consider the following:

e A MAC address is considered a multicast MAC address if the least significant bit of the most
significant octet of the address is enabled. For example, MAC addresses with a prefix of 01, 03, 05, 13,
etc., are multicast MAC addresses.

¢ If a multicast prefix value is not present, then the address is treated as a regular MAC address and not
allowed with the mac-learning vlan multicast mac-address command.

e The multicast addresses within the following ranges are not supported:

01:00:5E:00:00:00 to 01:00:5E:7F:FF:FF
01:80:C2: XX.XX. XX
33:33: XXX X XXX

¢ In addition to configuring the same static multicast address for multiple ports within a given VLAN, it
is also possible to use the same multicast address across multiple VLANS.

e The specified port or link aggregate ID must already belong to the specified VLAN.

Configuring Static Multicast MAC Addresses

The mac-learning multicast mac-address command is used to define a destination multicast MAC
address and assign the address to one or more egress ports within a specified VLAN. For example, the
following command assigns the multicast address 01:25:9a:5¢:2f:10 to port 1/24 in VLAN 20:

-> mac-learning vlan 20 port 1/1 multicast mac-address 01:25:9a:5c:2f:10

Use the no form of the mac-learning multicast mac-address command to delete static multicast MAC
address entries:

-> no mac-learning vlan 20 port 1/1 multicast mac-address 01:25:9a:5c:2f:10

If a MAC address, slot/port and VLAN ID are not specified with this form of the command, then all static
multicast addresses are deleted. For example, the following command deletes all static MAC addresses,
regardless of their slot/port or VLAN assignments:

-> no mac-learning multicast

To verify the static MAC address configuration and other table entries, use the show mac-learning and
show mac-learning commands. For more information about these commands, see the OmniSwitch AOS
Release 8 CLI Reference Guide.
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Static Multicast MAC Addresses on Link Aggregate Ports

Static multicast MAC addresses are not assigned to physical ports that belong to a link aggregate. Instead,
they are assigned to a link aggregate ID that represents a collection of physical ports. This ID is specified

at the time the link aggregate of ports is created and when using the mac-address-table static-multicast

command.

To configure a static multicast MAC address on a link aggregate 1D, use the mac-learning multicast
mac-address command with the linkagg keyword to specify the link aggregate ID. For example, the
following command assigns a static multicast MAC address to link aggregate ID 2 associated with VLAN
455:

-> mac-learning vlan 455 linkagg 2 multicast mac-address 01:95:2A:00:3E:4c
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Configuring MAC Address Table Aging Time

Source learning also tracks MAC address age and removes addresses from the MAC address table that
have aged beyond the aging timer value. When a device stops sending packets, source learning keeps track
of how much time has passed since the last packet was received on the switch port of the device. When
this amount of time exceeds the aging time value, the MAC is aged out of the MAC address table. Source
learning always starts tracking MAC address age from the time since the last packet was received.

For example, the following sets the aging time for all VLANS to 1200 seconds (20 minutes):
-> mac-learning aging-time 1200

A MAC address learned on any VLAN port ages out when the time since a packet with the particular
address was last seen on the port exceeds 1200 seconds.

Note. An inactive MAC address can take up to twice as long as the aging time value specified to age out of
the MAC address table. For example, if an aging time of 60 seconds is specified, the MAC ages out any
time between 60 and 120 seconds of inactivity.

To set the aging time back to the default value, use the default parameter. For example, the following sets
the aging time for all VLANSs back to the default value:

-> mac-learning aging-time default

To display the aging time value use the show mac-learning aging-time command. For more information
about this command, see the OmniSwitch AOS Release 8 CLI Reference Guide.
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Configuring the Source Learning Status

The source learning status for a port or link aggregate of ports is configurable using the mac-learning
command. For example:

-> mac-learning port 1/10 disable
-> mac-learning port 1/15-20 disable
-> mac-learning linkagg 10 disable

To enable the source learning status for a port or link aggregate, use the source-learning command with
the enable option. For example:

-> mac-learning port 1/10 enable
-> mac-learning port 1/15-20 enable
-> mac-learning linkagg 10 enable

Disabling source learning on a port or link aggregate is useful on a ring configuration, where a switch
within the ring does not need to learn the MAC addresses that the same switch is forwarding to another
switch within the ring,. This functionality is also useful in Transparent LAN Service configurations, where
the service provider device does not need to learn the MAC addresses of the customer network.

Configuring the source learning status is not allowed on the following types of switch ports:

e Ports enabled with Learned Port Security (LPS).

e Ports enabled with Universal Network Profile (UNP) functionality.

e Member ports of a link aggregate.

Consider the following guidelines when changing the source learning status for a port or link aggregate:

¢ Disabling source learning on a link aggregate disables MAC address learning on all member ports of
the link aggregate.

e MAC addresses dynamically learned on a port or aggregate are cleared when source learning is
disabled.

e Statically configured MAC addresses are not cleared when source learning is disabled for the port or
aggregate. In addition, configuring a new static MAC address is allowed even when source learning is
disabled.
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Increasing the MAC Address Table Size

There are two source learning modes available for the OmniSwitch: centralized and distributed. Enabling
the distributed mode for the switch increases the table size for the switch.

To enable the distributed MAC source learning mode for the chassis, use the mac-learning mode
command. When this mode is disabled, the switch operates in the centralized MAC source learning mode
(the default).

Enabling or disabling the distributed MAC source learning mode requires the following three steps:
1 Set the mode.
2 Enter the write memory command to save the switch configuration.
3 Reboot the switch.
For example:
-> mac-learning mode distributed
WARNING: Source Learning mode has changed - must do write memory and reload
-> write memory

-> reload

Note. All three of the above configuration steps are required to enable or disable the MAC mode. If any of
the above steps are skipped, the status of the mode is not changed.
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Displaying Source Learning Information

To display MAC Address Table entries, statistics, and aging time values, use the show commands listed

below:

show mac-learning Displays a list of all MAC addresses known to the MAC address
table, including static and multicast MAC addresses.

show mac-learning aging-time Displays the current MAC address aging timer value by switch or
VLAN.

show mac-learning mode Displays the current status of the distributed MAC source learning
mode.

For more information about the resulting displays from these commands, see the OmniSwitch AOS
Release 8 CLI Reference Guide.
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4 Configuring VLANSs

In a flat bridged network, a broadcast domain is confined to a single LAN segment or even a specific
physical location, such as a department or building floor. In a switch-based network, such as one
comprised of OmniSwitch systems, a broadcast domain, or VLAN can span multiple physical switches
and can include ports from a variety of media types. For example, a single VLAN could span three
different switches located in different buildings and include a variety of Ethernet port configurations, such
as 802.1q tagged VLAN member ports and/or a link aggregate of ports.

In This Chapter

This chapter describes how to define and manage VLAN configurations through the Command Line
Interface (CLI). CLI commands are used in the configuration examples; for more details about the syntax
of commands, see the OmniSwitch AOS Release 8 CLI Reference Guide.

Configuration procedures described in this chapter include:

e “Creating/Modifying VLANS” on page 4-4.

® *“Assigning Ports to VLANS” on page 4-6.

e “Enabling/Disabling Spanning Tree for a VLAN” on page 4-9.

e “Enabling/Disabling Source Learning” on page 4-9.

e “Configuring VLAN IP Interfaces” on page 4-10.

e “Bridging VLANSs Across Multiple Switches” on page 4-11.

e “Verifying the VLAN Configuration” on page 4-13.

e “Using Private VLANS” on page 4-15.

For information about Spanning Tree, see Chapter 6, “Configuring Spanning Tree Parameters.”

For information about routing, see Chapter 16, “Configuring IP.”
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Configuring VLANs

VLAN Defaults

VLAN Defaults

Parameter Description Command Default

VLAN identifier (VLAN ID) vlian VLAN 1 predefined on each
switch.

VLAN administrative state vlian Enabled

VLAN description vlan name VLAN ID

VLAN Spanning Tree state spantree vlan admin-state Enabled

VLAN IP router interface ip interface None

VLAN port associations

vlan members untagged

All ports are initially associated
with default VLAN 1.
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Configuring VLANs Sample VLAN Configuration

Sample VLAN Configuration

The following steps provide a quick tutorial to create VLAN 100. Also included are steps to define a
VLAN description, IP router interface, and static switch port assignments.

Note. Optional. Creating a new VLAN involves specifying a VLAN ID that is not already assigned to an

existing VLAN. To determine if a VLAN already exists in the switch configuration, enter show vlan. If

VLAN 100 does not appear in the show vlan output, then it does not exist on the switch. For example:
-> show vlan

vlan type admin oper ip mtu name
————— Fom e

1 std Ena Dis Dis 1500 VLAN 1

1 Create VLAN 100 with a description (for example, Finance IP Network) using the following
command:

-> vlan 100 name “Finance IP Network”

2 Define an IP interface using the following command to assign an IP host address of 21.0.0.10 to VLAN
100 that enables forwarding of VLAN traffic to other subnets:

-> ip interface vlan_100_ip address 21.0.0.10 vlan 100
3 Assign switch ports 2 through 4 on slot 3 to VLAN 100 using the following command:

-> vlan 100 members port 3/2-4 untagged

Note. Optional. To verify the VLAN 100 configuration, use the show vlan command. For example:
-> show vlan 100

Name : Finance IP Network,

Type : Static Vlan,

Administrative State : Enabled,

Operational State : Disabled,

IP Router Port : 21.0.0.10 255.0.0.0 forward e2,
1P MTU - 1500

To verify that ports 3/2-4 were assigned to VLAN 100, use the show vlan members command. For

example:
-> show vlan 100 members
port type status

3/2 default inactive
3/3 default inactive
3/4 default inactive

To verify the details about the specific VLAN port 3/2, use the show vlan members command with the
port keyword and port number. For example:

-> show vlan 100 members port 3/2

type . default,

status . inactive,
vlan admin : disabled,
vlan oper : disabled,
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VLAN Management Overview

One of the main benefits of using VLANS to segment network traffic, is that VLAN configuration and port
assignment is handled through switch software. This eliminates the need to physically change a network
device connection or location when adding or removing devices from the VLAN broadcast domain. The
OmniSwitch VLAN management software handles the following VLAN configuration tasks:

e Creating or modifying VLANS.

e Assigning or changing default VLAN port associations (VPAS).

¢ Enabling or disabling VLAN participation in the current Spanning Tree algorithm.
e Displaying VLAN configuration information.

In addition to the above tasks, VLAN management software tracks and reports the following information
to other switch software applications:

¢ VLAN configuration changes, such as adding or deleting VLANSs, modifying the status of VLAN
properties (for example, administrative, Spanning Tree, and authentication status), changing the VLAN
description, or configuring VLAN router interfaces.

e VLAN port associations triggered by VLAN management and other switch software applications, such
as 802.1Q VLAN tagging.

e The VLAN operational state, which is inactive until at least one active switch port is associated with
the VLAN.

Creating/Modifying VLANSs

The initial configuration for all OmniSwitch consists of a default VLAN 1 and all switch ports are initially
assigned to this VLAN. When a switching module is added to the switch, the physical ports are also
assigned to VLAN 1. If additional VLANS are not configured on the switch, then the entire switch is
treated as one large broadcast domain. All ports receive traffic from all other ports.

In compliance with the IEEE 802.1Q standard, each VLAN is identified by a unique number, referred to
as the “VLAN ID”. The user specifies a VLAN ID to create, modify or remove a VLAN and to assign
switch ports to a VLAN. When a packet is received on a port, the VLAN ID of the port is inserted into the
packet. The packet is then bridged to other ports that are assigned to the same VLAN ID. In essence, the
VLAN broadcast domain is defined by a collection of ports and packets assigned to its VLAN ID.

The operational status of a VLAN remains inactive until at least one active switch port is assigned to the
VLAN. This means that VLAN properties, such as Spanning Tree or router interfaces, also remain
inactive. Ports are considered active if they are connected to an active network device. Non-active port
assignments are allowed, but do not change the operational state of the VLAN.

Ports can be statically assigned to VLANSs. When a port is assigned to a VLAN, a VLAN port association
(VPA) is created and tracked by VLAN management switch software. For more information about VPAS,
see “Assigning Ports to VLANS” on page 4-6.
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Adding/Removing a VLAN

To add a VLAN to the switch configuration, enter vlan followed by a unique VLAN ID, an optional
administrative status, and an optional description. For example, the following command creates VLAN
755 with a description:

-> vlan 755 name “IP Finance Network”

By default, administrative status and Spanning Tree are enabled when the VLAN is created. The name
parameter for a VLAN is optional.

Note. Quotation marks are required if the description contains multiple words separated by spaces. If the
description consists of only one word or multiple words separated by another character, such as a hyphen,
then quotes are not required.

You can also specify a contiguous range of VLAN IDs by using a hyphen with the vlan command. For
example, the following commands create VLANS 10 through 15 and 100 through 105 on the switch:

-> vlan 10-15 name “Marketing Network”
-> vlan 100-105 name “Marketing Network”

To remove a VLAN from the switch configuration, use the no form of the vlan command.

-> no vlan 200
-> no vlan 100-105
-> no vlan 10-15

When a VLAN is deleted, any router interfaces defined for the VLAN are removed and all VLAN port
associations are dropped. If the VLAN deleted is the default VLAN for a port, the port returns to default
VLAN 1. If the VLAN deleted is not a default VLAN, then the ports are directly detached from the
VLAN. For more information about VLAN router interfaces, see “Configuring VLAN IP Interfaces” on
page 4-10.

To view a list of VLANS already configured on the switch, use the show vlan command. See “Verifying
the VLAN Configuration” on page 4-13 for more information.

Enabling/Disabling the VLAN Administrative Status

To enable or disable the administrative status for an existing VLAN, enter vlan followed by an existing
VLAN ID and either enable or disable.

-> vlan 7 admin-state disable
-> vlan 1 admin-state enable

When the administrative status for a VLAN is disabled, VLAN port assignments are retained but traffic is
not forwarded on these ports.

Modifying the VLAN Description

To change the description for a VLAN, enter vlan followed by an existing VLAN ID and the keyword
name followed by the new description. For example, the following command changes the description for
VLAN 455 to “Marketing IP Network™:

-> vlan 455 name “Marketing IP Network”
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Assigning Ports to VLANSs

The OmniSwitch supports static assignment of physical switch ports to a VLAN. Once the assignment
occurs, a VLAN port association (VPA) is created and tracked by VLAN management software on each
switch. To view current VLAN port assignments in the switch configuration, use the show vlan members
command.

Methods for statically assigning ports to VLANS include the following:

e Using the vlan members untagged command to define a new configured default VLAN for fixed
ports. See “Changing the Default VLAN Assignment for a Port” on page 4-6.

e Using the vlan members tagged command to define 802.1Q-tagged VLANSs for fixed ports. This
method allows the switch to bridge traffic for multiple VLANS over one physical port connection. See
“Using 802.1Q Tagging” on page 4-7.

e Configuring ports as members of a link aggregate that is assigned to a configured default VLAN. (See
Chapter 9, “Configuring Static Link Aggregation,” for more information.)

Changing the Default VLAN Assignment for a Port

Initially all switch ports are assigned to VLAN 1, which is also their configured default VLAN. When
additional VLANS are created on the switch, ports are assigned to the VLANS so that traffic from devices
connected to these ports is bridged within the VLAN domain.

To assign a switch port to a new default VLAN, use the vlan members untagged command. For example,
the following command assigns port 5 on slot 2 to VLAN 955:

-> vlan 955 members port 2/5 untagged

When the vlan members command is used, the port’s default VLAN assignment is changed to the
specified VLAN. The previous default VLAN assignment for the port (for example, VLAN 1, VLAN 10
or VLAN 200) is dropped.

The vlan members command is also used to change the default VLAN assignment for an aggregate of
ports. The link aggregate control number is specified instead of a slot and port. For example, the following
command assigns link aggregate 10 to VLAN 755:

-> vlan 755 members linkagg 10 untagged

For more information about configuring an aggregate of ports, see Chapter 9, “Configuring Static Link
Aggregation.”

Use the no form of the vlan members command to remove a default VPA. When this is done, VLAN 1 is
restored as the default VLAN for the port.

-> no vlan 955 members port 2/5
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Using 802.1Q Tagging

Another method for assigning ports to VLANS involves configuring a switch port or link aggregate to
process 802.1Q-tagged frames that contain a specific VLAN ID designation. This method, referred to as
802.1Q tagging (or trunking), allows a single network link to carry traffic for multiple VLANSs.

The OmniSwitch implements the IEEE 802.1Q standard for sending frames through the network tagged
with VLAN identification. This section details procedures for configuring and monitoring 802.1Q tagging
on a single switch port or link aggregate group.

“Tagged” refers to four bytes of reserved space in the header of the packet. The four bytes of “tagging” are
broken down as follows: the first two bytes indicate whether the packet is an 802.1Q packet, and the next
two bytes carry the VLAN identification (VID) and priority.

When packets ingress the switch, they are classified into a VLAN based on their 802.1Q tag information.

¢ If the packet contains an 802.1Q tag, the VLAN ID in the tag must match either the default VLAN ID
for the port or a VLAN ID for which the port is tagged. If there is no match, the packet is dropped.

e If the packet is not tagged at all, the packet is placed into the default VLAN to which the port that
received the packet is assigned.

The following diagram illustrates a simple network by using tagged and untagged traffic:

VLAN 1 VLAN 1

untagged untagged
Switch 1 port 4/3 Switch 2

VLAN 2 VLAN 2

tagged port 2/1 tagged

VLAN 3 VLAN 3

tagged tagged

Tagged and Untagged Traffic Network

Switch 1 and 2 have three VLANS, one for untagged traffic and two for tagged traffic. The ports
connecting Switch 1 and 2 are configured in such a manner that the ports accept both tagged traffic for
VLANS 2 and 3 and untagged traffic for VLAN 1.

A port can only be assigned to one untagged VLAN (in every case, this is the default VLAN
configuration). In this example the default VLAN for port 2/1 and port 4/3 is VLAN 1. The port can be
assigned to as many 802.1Q-tagged VLANS as necessary.

Configuring 802.1Q Tagging

To set a port to be a tagged port, use the vlan members tagged command and specify a VLAN
identification (VID) number and a port number. For example, to configure port 3/4 to carry traffic for
VLAN 5, enter the following command at the CLI prompt:

-> vlan 5 members port 4/3 tagged
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Port 4/3 is now configured to carry packets tagged with VLAN 5, even though VLAN 5 is not the default
VLAN for the port.

To enable tagging on link aggregation groups, enter the link aggregation group identification number in
place of the slot and port number, as shown:

-> vlan 5 members linkagg 8 tagged

(For further information on creating link aggregation groups, see Chapter 9, “Configuring Static Link
Aggregation,” or Chapter 10, “Configuring Dynamic Link Aggregation.”)

To remove 802.1Q tagging from a selected port or link aggregate, use the untagged parameter.
-> vlan 5 members linkagg 8 untagged
To display all VLANS, enter the following command:

-> show vlan port

Note. The link aggregation group must be created first before it can be set to use 802.1Q tagging.
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Enabling/Disabling Spanning Tree for a VLAN

The Spanning Tree operating mode for the switch determines how VLAN ports are evaluated to identify
redundant data paths. If the Spanning Tree switch operating mode is set to flat, then VLAN port
connections are checked against other VLAN port connections for redundant data paths.

Note. The single flat mode STP instance is referred to as the CIST (Common and Internal Spanning Tree)
instance.

In the flat mode, if the CIST instance is disabled, then it is disabled for all configured VLANSs. However,
disabling STP on an individual VLAN excludes only those VLAN ports from the flat STP algorithm.

If the Spanning Tree operating mode is set to per-vlan mode, there is a single Spanning Tree instance for
each VLAN broadcast domain. Enabling or disabling STP on a VLAN in this mode includes or excludes
the VLAN from the per-vlan STP algorithm.

The spantree vlan admin-state command is used to enable or disable a Spanning Tree instance for an
existing VLAN. In the following examples, Spanning Tree is disabled on VLAN 255 and enabled on
VLAN 755:

-> spantree vlan 255 admin-state disable
-> spantree vlan 755 admin-state enable

STP does not become operationally active on a VLAN unless the VLAN is operationally active, which
occurs when at least one active port is assigned to the VLAN. Also, STP is enabled/disabled on individual
ports. So even if STP is enabled for the VLAN, a port assigned to that VLAN must also have STP
enabled. See Chapter 6, “Configuring Spanning Tree Parameters.”

Enabling/Disabling Source Learning

Source learning can be disabled on a VLAN. Disabling source learning can be beneficial in a ring
topology. There is no limit on the number of ports that can belong to a VLAN that has source learning
disabled, but it is recommended to include only the two ports connecting the switch to a ring.

To enable or disable source learning on a VLAN, use the mac-learning static mac-address command.
For example, the following commands disable and enabled source learning on VLAN 10:

-> mac-learning vlan 10 disable
-> mac-learning vlan 10 enable

Disabling source learning on a VLAN causes the VLAN to be flooded with unknown unicast traffic.
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Configuring VLAN IP Interfaces

Network device traffic is bridged (switched) at the Layer 2 level between ports that are assigned to the
same VLAN. However, if a device needs to communicate with another device that belongs to a different
VLAN, then Layer 3 routing is necessary to transmit traffic between the VLANSs. Bridging makes the
decision on where to forward packets based on the destination MAC address of the packet; routing makes
the decision on where to forward packets based on the IP network address assigned to the packet (for
example, 21.0.0.10).

The OmniSwitch supports the routing of IP traffic. A VLAN is available for routing when at least one IP
interface is defined for that VLAN and at least one active port is associated with the VLAN. Up to eight IP
interfaces can be configured for each VLAN.

If a VLAN does not have an IP interface, the ports associated with that VLAN are in essence firewalled
from other VLANS. For information about configuring IP interfaces, see Chapter 16, “Configuring IP.”
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Bridging VLANSs Across Multiple Switches

To create a VLAN bridging domain that extends across multiple switches:
1 Create a VLAN on each switch with the same VLAN ID number (for example, VLAN 10).

2 On each switch, assign the ports that provide connections to other switches to the VLAN created in
Step 1.

3 On each switch, assign the ports that provide connections to end user devices (for example,
workstations) to the VLAN created in Step 1.

4 Connect switches and end user devices to the assigned ports.

The following diagram shows the physical configuration of an example VLAN bridging domain:

Switch B Switch C

VLAN 10

Switch D
138.0.0.2
VLAN Bridging Domain: Physical Configuration

In the above diagram, VLAN 10 exists on all four switches and the connection ports between these
switches are assigned to VLAN 10. The workstations can communicate with each other because the ports
to which they are connected are also assigned to VLAN 10. It is important to note that connection cables
do not have to connect to the same port on each switch. The key is that the port must belong to the same
VLAN on each switch. To carry multiple VLANS between switches across a single physical connection
cable, use the 802.1Q tagging feature (see “Using 802.1Q Tagging” on page 4-7).

The connection between Switch C and D is shown with a broken line because the ports that provide this
connection are in a blocking state. Spanning Tree is active by default on all switches, VLANs and ports.
The Spanning Tree algorithm determined that if all connections between switches were active, a network
loop would exist that could cause unnecessary broadcast traffic on the network. The path between Switch
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C and D was shut down to avoid such a loop. See Chapter 6, “Configuring Spanning Tree Parameters,” for
information about how Spanning Tree configures network topologies that are loop free.

The following diagram shows the same bridging domain example as seen by the end user workstations.
Because traffic between these workstations is bridged across physical switch connections within the
VLAN 10 domain, the workstations are basically unaware that the switches even exist. Each workstation
believes that the others are all part of the same VLAN, even though they are physically connected to
different switches.

VLAN 10

138.0.0.5

VLAN Bridging Domain: Logical View

Creating a VLAN bridging domain across multiple switches allows VLAN members to communicate with
each other, even if they are not connected to the same physical switch. This is how a logical grouping of
users can traverse a physical network setup without routing and is one of the many benefits of using
VLANS.
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Verifying the VLAN Configuration

To display information about the VLAN configuration for a single switch use the show commands listed

below:

show vlan Displays a list of all VLANSs configured on the switch and the status of
related VLAN properties (for example, admin and Spanning Tree status
and router port definitions).

show vlan members Displays a list of VLAN port assignments.

show ip interface Displays VLAN IP router interface information.

Understanding Port Output Display

Each line of the show vlan members output display corresponds to a single VLAN port association
(VPA). In addition to showing the VLAN ID and slot/port number, the VPA type and current status of

each association are also provided.

The VPA type indicates that one of the following methods was used to create the VPA:

Type Description

default The port was statically assigned to the VLAN using the vlan members
untagged command. The VLAN is now the configured default VLAN for
the port.

gtagged The port was statically assigned to the VLAN using the vlan members

tagged command. The VLAN is a static secondary VLAN for the 802.1Q

tagged port.

mirror The port is assigned to the VLAN because it is configured to mirror another
port that is assigned to the same VLAN. For more information about the
Port Mirroring feature, see Chapter 35, “Diagnosing Switch Problems.”

The VPA status indicates one of the following:

Status Description

inactive Port is not active (administratively disabled, down, or nothing connected to
the port) for the VPA.

blocking Port is active, but not forwarding traffic for the VPA.

forwarding Port is forwarding all traffic for the VPA.

filtering Mobile port traffic is filtered for the VPA,; only traffic received on the port
that matches VLAN rules is forwarded. Occurs when a mobile port’s
VLAN is administratively disabled or the port’s default VLAN status is

disabled. Does not apply to fixed ports.

The following example displays the VPA information for all ports in VLAN 200:

-> show vlan 200 members
port type status
________ S SOy,
3/24 default inactive
5712 qtagged blocking
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The above example output provides the following information:
¢ VLAN 200 is the configured default VLAN for port 3/24, which is currently not active.

e VLAN 200 is an 802.1Q-tagged VLAN for port 5/12, which is an active port but currently blocked
from forwarding traffic.

For more information about the resulting displays from these commands, see the OmniSwitch AOS
Release 8 CLI Reference Guide.
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Using Private VLANSs

The Private VLAN (PVLAN) feature provides the ability to isolate Layer 2 data between devices that are
on the same VLAN. This type of data isolation improves security and simplifies system configuration.

A standard VLAN usually represents a single broadcast domain, but a PVLAN divides a VLAN (Primary)
into sub-VLANS (Secondary). The single broadcast domain is partitioned into smaller broadcast sub-
domains while keeping the existing Layer 3 configuration. When a VLAN is configured as a PVLAN, the
PVLAN is referred to as the Primary VLAN, and any subsequent VLANS that are associated with the
Primary VLAN are referred to as Secondary VLANS.

For example, consider an example where a single switch is used by different work groups. The users from
different work groups are all connected to the same VLAN. Having all the users operating in the same
VLAN domain can lead to compromise in data security and complexity in managing them.

To isolate the users from each other, Secondary VLANS can be created for each work group under the
Primary VLAN. The following diagram represents the scenario where W1, W2, and W3 are three different
work groups sharing the same PVLAN. To isolate them from communicating with each other, they are
assigned to individual Secondary VLANS. These Secondary VLANSs cannot communicate with each other,
except the PVLAN port. The PVLAN communicates with the promiscuous port and exchanges data with

the respective Secondary VLANS.

Promiscuous Port

o PVLAN
OmniSwitch

B Secondary

/ t \ VLAN

&~ N
WLA| JWILB W2:A W2:B W3A| [W3B| |w3.C
V v' y
X X M
| | | A
Community VLAN Isolated VL.AN Community X_AN

There are two types of Secondary VLANS:
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e |solated VLAN—In an Isolated VLAN, all hosts connected to a member port are Isolated at Layer 2.
They can communicate only with the promiscuous port of the Primary VLAN. There can be only one
Isolated VLAN within one Primary VLAN.

e Community VLAN—A Community VLAN is associated to a group of ports that connect to a certain
“community” of end devices with mutual trust relationships. Any switch port associated with a
common Community VLAN can communicate with each other and with the promiscuous ports of the
Primary VLAN but not with any other Secondary VLAN. There can be multiple distinct Community
VLANS within one Primary VLAN.

Private VLAN Ports

The ports with respect to PVLANSs have different characteristics. The PVLAN port types are:

¢ PVLAN Isolated Port—An isolated port cannot communicate with any other port in the PVLAN
except for promiscuous ports. This is a physical port or link aggregation port that is associated with an
Isolated Secondary VLAN at the port level.

e PVLAN Community Port—A community port can only communicate with a promiscuous port and
other ports that are part of the same Community VLAN in the same Primary VLAN. This is a physical
port or link aggregation port that is associated with only one Community Secondary VLAN at the port
level.

e PVLAN Promiscuous Port—The promiscuous port can communicate with all the isolated ports and
community ports in the Primary VLAN. This is a physical port or link aggregation that is associated
with only one Primary VLAN at the port level.

e PVLAN ISL Port—An inter-switch link port that extends a PVLAN domain across different switches
by connecting Primary VLANS that belong to the same PVLAN domain. The ISL port carries both
non-PVLAN traffic and Primary VLAN traffic between switches.

Quick Steps for Configuring PVLANSs

The following steps provide a quick tutorial that creates a PVLAN. Also included are steps to define a
Secondary VLAN for the PVLAN and assign ports to the PVLAN.

1 Create a PVLAN. Creating a PVLAN involves specifying a VLAN ID that is not already assigned to
an existing VLAN. The specified VLAN ID will become the Primary VLAN for the PVLAN. For
example, to create PVLAN 200 with the name “Corporate PVLAN” enter:

-> pvlan 200 name “Corporate PVLAN”
2 Enable the administrative state of PVLAN 200 by entering:
-> pvlan 200 admin-state enable

3 Create a Secondary VLAN and associate it to the Primary VLAN. Creating a Secondary VLAN
involves specifying a VLAN ID that is not already assigned to an existing VLAN. The Secondary VLAN
can be an Isolated VLAN or a Community VLAN depending on network requirements. For example, to
create Isolated VLAN 250 and Community VLAN 251 and associate them to Primary VLAN 200, enter:

-> pvlan 200 secondary 250 type isolated
-> pvlan 200 secondary 251 type community
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4 Associate the ports that will be part of the PVLAN. For example, to tag ports with Primary VLAN 200
and Secondary VLANSs 250 and 251, enter:

-> pvlan 200 members port 1/1/1-3 tagged
-> pvlan 250 members port 1/1/10-12 tagged
-> pvlan 251 members port 1/1/20-22 tagged

Note. Optional. To verify the PVLAN configuration, use the show pvlan command. For example:
-> show pvlan

pvlan type admin  oper mtu name
------ R St
200 Primary Ena Dis 1500 PVLAN 200

250 Isolated Ena Dis 1500 PVLAN 250

251 Community Ena Dis 1500 PVLAN 251

To verify the mapping of Secondary VLANS to a Primary VLAN, use the show pvlan mapping command.

For example:
-> show pvlan mapping
Primary Secondary
VLAN VLAN Type
__________ e
200 250 Isolated
200 251 Community

To verify the port assignments for the PVLAN, use the show pvlan members command. For example:
-> show pvlan members

pvlan port type status port-type
——————— T T .
200 1/1 qtagged inactive promiscuous
200 1/2 qtagged inactive promiscuous
200 1/3 gtagged inactive promiscuous
250 1/10 qtagged inactive isolated
250 1/11 qtagged inactive isolated
250 1/12 qtagged inactive isolated
251 1/20 qtagged inactive community
251 1/21 qtagged inactive community
251 1722 gtagged inactive community

PVLAN Management Overview

The PVLAN feature provides the ability to create Secondary VLANSs within a Primary VLAN. A regular
VLAN usually represents a single broadcast domain. However, a PVLAN divides a VLAN (Primary) into
sub-VLANSs (Secondary) to partition the single broadcast domain into smaller broadcast sub-domains
while keeping the existing Layer 3 configuration.

The ports can be isolated from each other at the data link layer to improve security and performance and
also simplify IP address assignment. The following PVLAN configuration tasks can be performed on the
switch:

e Create a Primary VLAN, see page 4-18.
e Create Secondary VLANSs (Community or Isolated) to associate with a Primary VLAN, see page 4-19.

e Configure a user port or a link aggregate as a promiscuous port or ISL port for a Primary VLAN, see
page 4-20.
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e Associate the Secondary VLANS to user ports or link aggregates, see page 4-21.

e Verify the PVLAN configuration, see page 4-25.

Creating PVLANs

Before creating a PVLAN, consider the following points:

e A Primary VLAN ID is created first and represents the PVLAN domain. When any Secondary VLANs
are created, the Primary VLAN ID must be specified to identify the PVLAN to which the Secondary
VLAN is assigned.

e The VLAN ID that is specified to create a Primary VLAN must not already exist in the system.

¢ The following values are configurable only on the Primary VLAN but are also applied to all the
Secondary VLANS that are associated with the Primary VLAN:

— The administrative status for the PVLAN (enabled by default). When the status is changed for the
Primary VLAN ID, the change is automatically applied to the Secondary VLANS.

— The Spanning Tree status for the PVLAN (enabled by default). When the status is changed for the
Primary VLAN ID, the change is automatically applied to the Secondary VLANS.

— IP configuration for the PVLAN. An IP interface is configured on the Primary VLAN but is not
configurable on Secondary VLANSs.

e Specifying a description for Primary and Secondary VLANS is optional. If one is not specified, then
the VLAN ID is used as the description.

¢ MVRP cannot be enabled on the PVLAN.

To create a Primary VLAN for the PVLAN, enter pvlan followed by a unique VLAN ID, an optional
administrative status, and an optional description. For example, the following command creates Primary
VLAN 200 with a description:

-> pvlan 200 admin-state enable name “Corporate PVLAN”

When configuring a description that contains multiple words that are separated by spaces, quotations
marks are required. If the description consists of only one word or multiple words separated by another
character (such as a hyphen), then quotation marks are not required.

You can also specify a range of VLAN IDs with the pvlan command. Use a hyphen to indicate a
contiguous range. For example, the following commands create Primary VLANSs 10 through 15 and 100
through 105 on the switch:

-> pvlan 10-15 100-105 name “Corporate PVLAN”
-> pvlan 100-105 name “Corporate PVLAN”

The maximum transfer unit (MTU) size can also be configured for the PVLAN when the PVLAN is
created. For example, to set an MTU size of 64 KB for PVLAN 200, enter the following:

-> pvlan 200 mtu-ip 64

To remove a PVLAN from the switch configuration, use the no form of the pvlan command. For example,
to remove PVLANS 10-15, 100-105, and 200, enter:

-> no pvlan 10-15
-> no pvlan 100-105
-> no pvlan 200
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When the Primary VLAN for a PVLAN is deleted, any router interfaces defined for the PVLAN are
removed and all VLAN port associations are dropped.

To view a list of PVLANS already configured on the switch, use the show pvlan command. See
“Verifying the PVLAN Configuration” on page 4-25 for more information.
Enabling/Disabling the PVLAN Administrative Status

The administrative state of a PVLAN is enabled by default. To enable or disable the administrative status
for an existing PVLAN, enter pvlan followed by an existing Primary VLAN ID and either admin-state
enable or admin-state disable. For example:

-> pvlan 200 admin-state enable
-> pvlan 200 admin-state disable

When the administrative status for the Primary VLAN of a PVLAN is changed, the following occurs:
¢ The change is automatically made to any Secondary VLANSs associated with the Primary VLAN.

e PVLAN port assignments are retained but traffic is not forwarded on these ports if the administrative
status is disabled.

Modifying the PVLAN Description

To change the description for the Primary VLAN of a PVLAN, enter pvlan followed by an existing
VLAN ID and the keyword name followed by the new description (up to 32 characters). For example, the
following command changes the description for Primary VLAN 200 to “Corporate IP Network™:

-> pvlan 455 name “Corporate IP Network”

Creating Secondary VLANSs
Before creating Secondary VLANSs for a PVLAN, consider the following points:
e The VLAN ID used to configure the Secondary VLAN must not already exist in the system.
e The Secondary VLAN can be created only after the Primary VLAN for the PVLAN is created.

e There are two types of Secondary VLANS: Isolated and Community. Only one Isolated VLAN can be
associated with a Primary VLAN, but multiple Community VLANSs can be associated with the same
Primary VLAN.

e The administrative state of Secondary VLANS is derived from the administrative state of the Primary
VLAN.

e The Spanning Tree state of Secondary VLANS is derived from the Spanning Tree state of the
associated Primary VLAN.

¢ MVRP cannot be enabled on a Secondary VLAN.

To create and associate a Secondary VLAN to a Primary VLAN, use the pvlan secondary command. For
example, the following commands create Isolated and Community VLANs for Primary VLAN 200:

-> pvlan 200 secondary 250 type isolated
-> pvlan 200 secondary 251 type community

By default, the administrative status and the Spanning Tree status of the associated Primary VLAN is
applied to both of the configured Secondary VLANS.
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You can also specify a range of Secondary VLAN IDs when creating Community VLANS. Use a hyphen
to indicate a contiguous range and a space to separate multiple VLAN ID entries. For example, the
following command creates and associates Community VLANSs 20 through 25 to Primary VLAN 200 on
the switch:

-> pvlan 200 secondary 20-25 type community

Specifying a range of Secondary VLAN IDs is not allowed when creating Isolated VLANSs. There is only
one Isolated VLAN allowed for each Primary PVLAN.

To remove a Secondary VLAN from the PVLAN, use the no form of the pvlan secondary command. For
example:

-> no pvlan 200 secondary 251

When a Secondary VLAN is deleted, the VLAN ID is removed and all VLAN port associations for that
VLAN are dropped.

To view the PVLAN mapping of Secondary VLANSs configured on the switch, use the show pvlan
mapping command. See “Verifying the PVLAN Configuration” on page 4-25 for more information.

Assigning Ports to PVLANs

PVLAN offers Layer 2 data isolation between the devices on the same VLAN. For a PVLAN to operate,
ports or link aggregates must be assigned to the PVLAN. The following port types are configurable for
PVLANS:

® Promiscuous Port
e ISL Port

e |solated Port

e Community Port

An ISL port can only be assigned to a Primary VLAN. The other port types are determined based on the
type of VLAN associated with the PVLAN to which the port is assigned. For example:

e Ports assigned to a Primary PVLAN are designated as promiscuous ports.

e Ports assigned to a Secondary VLAN configured as a Community VLAN are designated as community
ports.

e Ports assigned to a Secondary VLAN configured as an Isolated VLAN are designated as isolated ports.

The following table defines the communication criteria between the PVLAN port types:

Port Types Isolated Promiscuous Community ISL
Isolated Deny Permit Deny Permit
Promiscuous Permit Permit Permit Permit
Community Deny Permit Deny, except for | Permit
ports that belong
to the same
Community.
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ISL Only PVLAN Permit Only PVLAN Permit
packets packets and the
same Community
VLAN packets

Configuring Promiscuous Ports

A PVLAN must have one promiscuous port associated with the Primary VLAN to communicate with all
the community ports, isolated ports, and ISL ports.

A promiscuous port can be tagged or untagged based on the network requirements.

To configure a promiscuous port, use the pvlan members command to assign a port or link aggregate as a
tagged or untagged member of the Primary VLAN. For example:

-> pvlan 200 members port 1/1/1 tagged

In this example, the port 1/1/1 is assigned to Primary PVVLAN 200, so the port is designated as a
promiscuous port. When only a tagged VLAN-port association (VPA) is configured, then all untagged
traffic is dropped on the port.

To remove a promiscuous port from the Primary VLAN, use the no form of the pvlan members
command. For example:

-> no pvlan 200 members port 1/1/1

Configuring ISL Ports

An Inter-Switch-Link (ISL) port connects a Primary VLAN on one switch to a Primary VLAN on another
switch to extend the PVLAN domain across multiple switches. The ISL port carries Primary and
Secondary VLAN traffic between switches throughout the PVLAN domain. Make sure that the Primary
and Secondary VLAN configuration is the same across all the switches to ensure the traffic is forwarded
correctly over the ISL connections.

To configure an ISL port, use the pvlan members command with the isl parameter option. For example,
the following command configures port 1/1/2 as an ISL port for Primary VLAN 200:

-> pvlan 200 members port 1/1/2 isl

Note. An ISL port can be configured only on the Primary VLAN, but the ISL port carries traffic for all
VLANS associated with the PVLAN (Primary and Secondary).

To remove an ISL port from the Primary VLAN, use the no form of the pvlan members command. For
example:

-> no pvlan 200 members port 1/1/2

Configuring Secondary VLAN Ports

The Secondary VLAN ports are defined as isolated or community ports based on the type of Secondary
VLAN ID to which the ports are assigned.

e If aportis assigned to an Isolated Secondary VLAN, the port is designated as an isolated port.

e If aportis assigned to a Community Secondary VLAN, the port is designated as a community port.
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To configure an isolated port, use the pvlan members command to assign a port or link aggregate as a
tagged or untagged member of an Isolated Secondary VLAN. For example, the following commands
create Isolated VLAN 250 as a Secondary VLAN to Primary VLAN 200 and then assign port 1/2/2 and
link aggregate 10 to VLAN 250:

-> pvlan 200 secondary 250 type isolated
-> pvlan 250 members port 1/2/2 tagged
-> pvlan 250 members linkagg 10 untagged

To configure a community port, use the pvlan members command to assign a port or link aggregate as a
tagged or untagged member of a Community Secondary VLAN. For example, the following commands
create Community VLAN 251 as a Secondary VLAN to Primary VLAN 200 and then assign port 1/2/5
and link aggregate 15 to VLAN 251.:

-> pvlan 200 secondary 251 type isolated
-> pvlan 251 members port 1/2/5 tagged
-> pvlan 251 members linkagg 15 untagged

To remove a port from a Secondary VLAN, use the no form of the pvlan members command. For
example, the following commands remove a port and link aggregate from Secondary VLAN 250 and 251

-> no pvlan 250 members port 1/2/2
-> no pvlan 251 members linkagg 15

Assigning UNP Ports to Secondary VLANs

Universal Network Profile (UNP) ports can also be assigned to Secondary VLANS (isolated or community
ports). The UNP ports are designated as isolated or community ports during runtime based on the first
MAC address learned on the port.

e If the first MAC address is learned on a UNP port is classified into an Isolated VLAN, the port is
designated as an isolated port.

e If the first MAC address is learned on a UNP port is classified into a Community VLAN, the port is
designated as a community port.

e If the first MAC address learned on the a UNP port is classified into any standard VLAN (non-
PVLAN), then the UNP port cannot be designated as an isolated or community port.

Protocol Configuration Requirements for PVLAN

This section contains important information about configuring other protocols to interact with PVLANS.
For more information about each protocol, refer the related chapters in the OmniSwitch AOS Release 8
CLI Reference Guide and the OmniSwitch AOS Release 8 Network Configuration Guide.

Enabling DHCP Snooping for PVLANSs

DHCP Snooping can be enabled only on the Primary VLAN of a PVLAN configuration. When enabled on
the Primary VLAN, the configuration will be applied to the Secondary VLANSs associated with the
Primary VLAN.

If the DHCP Snooping server is on another chassis, then the ISL port configured for communication must
be configured as a trusted port.
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Enabling Ingress Source Filtering (ISF) for PVLANSs

ISF can be enabled only on the Primary VLAN of a PVLAN configuration. When enabled on the Primary
VLAN, the configuration will be applied to the Secondary VLANS associated with the Primary VLAN.

Enabling IPMS for PVLANSs
IPMS can be enabled only on the Primary VLAN of a PVLAN configuration.

Enabling STP for PVLANSs

STP can be enabled only on the Primary VLAN of a PVLAN configuration. When enabled on the Primary
VLAN, the configuration will be applied to the Secondary VLANS associated to the Primary VLAN.

Note. The PVLAN feature is supported only when the switch is running in the flat (MSTP) Spanning Tree
mode; it is not supported in the per-VLAN mode.
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Sample PVLAN Use Case
PVLAN Spanning across Multiple Systems

The following diagram shows how using a PVLAN configuration allows the traffic to be segmented at the
Layer 2 level, thus limiting the broadcast domain and extending it across multiple switches.
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Community VLAN Ports
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The individual switches are separately configured with the PVLAN setup. IP interfaces are configured on
the Primary VLAN, and the hosts in both the Isolated and Community VLAN can share the IP addresses
from the same subnet but still remain isolated.

In this use case example, there are two Primary VLANSs (100, 50) spanning across multiple OmniSwitch
systems:

Primary VLAN: 100 (IP subnet: 10.10.100.x)
e Community VLAN: 115

® |[solated VLAN: 120

Primary VLAN: 50 (IP subnet: 10.10.50.x)

® |solated VLAN: 55

All the isolated, community, and promiscuous ports can be untagged or tagged. Since the PVLAN domain
spans across multiple switches, an Inter-Switch Link (ISL) port is configured for each Primary VLAN on
each switch to connect and carry traffic forwarded on the Primary VLANS.

The PVLAN traffic flow in this scenario is as follows:
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e Untagged traffic is passed into an untagged Secondary (community) port 1 on OmniSwitch-1.

— The traffic will be tagged with the PVID of the port which is Secondary VLAN.

— The ISL port will then carry the tagged traffic into the community port on the other switch
(OmniSwitch-2:1, OmniSwitch-2:2).

— Traffic outgoing through the promiscuous port (OmniSwitch-3: P: 100) will modify the tag to
Primary VLAN.

e Tagged traffic is passed into an untagged Secondary (community) port
— If the tag matches the PVID of the port, it will be allowed.

— The ISL port will then carry the tagged traffic into the community port on the other switch
(OmniSwitch-2:1, OmniSwitch-2:2).

— Traffic outgoing through promiscuous port (OmniSwitch-3: P: 100) will modify the tag to Primary
VLAN.

e Untagged traffic passed into a tagged Secondary (community) port is dropped.

e Tagged traffic passed into a tagged Secondary (community) port is dropped if the VLAN tag of the
traffic does not match the VLAN tag of the port.

Verifying the PVLAN Configuration

To display information about the PVLAN configuration, use the show commands listed below:

show pvlan Displays a list of PVLANSs configured on the switch.
show pvlan mapping Displays Primary PVLAN and Secondary PVLAN mapping.
show pvlan members Displays port associations (VPAs) for all or specific PVLANS.

Use the show configuration snapshot command with the pvlan option to display the PVLAN
configuration. For example:

-> show configuration snapshot pvlan

I PVLAN:

pvlan 300 admin-state enable

pvlan 300 secondary 20-25 type community
pvlan 300 members port 1/3/10 tagged
pvlan 300 members linkagg 10 tagged
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5 Configuring High
Availability VLANSs

High availability (HA) VLANS, unlike standard VLANS, allow you to send traffic intended for a single

destination MAC address to multiple switch ports. These high availability VLANSs can be used to manage
server clusters.

In This Chapter

This chapter describes the basic components of high availability VLANSs and how to configure them
through the Command Line Interface (CLI). CLI commands are used in the configuration examples; for
more details about the syntax of commands, see the OmniSwitch AOS Release 8 CLI Reference Guide.

Configuration procedures described in this chapter include:

e Creating a VLAN on page 5-6.

Adding and Removing Server Cluster Ports to a HA VLAN on page 5-7.
e Assigning and Modifying Server Cluster Mode on page 5-7.
e Assigning and Removing MAC addresses to a HA VLAN on page 5-8.
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High Availability Default Values

The table below lists default values for high availability VLAN software.

Parameter Description Command Default Value/Comments

Server cluster admin state of the server-cluster admin-state - enable

server cluster

Server cluster id and mode server-cluster mode - L2

Mac address of the server cluster server-cluster mac-address None

IP address of the server cluster server-cluster ip IP address is configurable only
for L3 clusters.

Configure the port/linkagg of a server-cluster port None

server cluster server-cluster linkagg
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Quick Steps for Creating High Availability VLANs

Follow the steps below for a quick tutorial on configuring high availability (HA) VLANSs. Additional
information on how to configure each command is given in the sections that follow.

1 Create a server cluster that will become the HA VLAN by using the command server-cluster and
configure the mode. For example:

-> server-cluster 1 name 12_cluster mode 12
2 Create a default VLAN for the HA VLAN ports with the vlan command as shown below:
-> vlan 10

3 Assign member ports to the new default VLAN with the vlan members untagged command as shown
below:

-> vlan 10 members port 1/3 untagged
-> vlan 10 members port 1/4 untagged
-> vlan 10 members port 1/5 untagged

4 Assign mac-address for the new server cluster by using the command server-cluster mac-address. For
example:

-> server-cluster 1 vlan 10 port 1/3-5 mac-address 01:00:11:22:33:44

Note. Optional. You can display the configuration of high availability VLANs with the show server-
cluster command. For example:

-> show server-cluster 1

Cluster Id : 1,

Cluster Name : L2-cluster,

Cluster Mode : L2,

Cluster Mac-address : 01:10:11:22:33:44,
Cluster Vlan : 12,

Administrative State: Enabled,
Operational State : Disabled,
Operational Flag : VPA is not forwarding

An example of what these commands look like entered sequentially on the command line:

-> server-cluster 1 mode L2

-> vlan 10

-> vlan 10 members port 1/3 untagged

-> vlan 10 members port 1/4 untagged

-> vlan 10 members port 1/5 untagged

-> server-cluster 1 vlan 10 port 1/3-5 mac-address 01:00:11:22:33:44
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High Availability VLAN Overview

High availability (HA) VLANSs send traffic intended for a single destination MAC address to multiple
switch ports. An HA VLAN is configured by creating a standard VLAN and then assigning ports to the
VLAN. Once these types of ports are assigned, the standard VLAN automatically becomes an HA VLAN.
When this occurs, standard VLAN commands no longer apply.

Destination MAC addresses (unicast and multicast) are also assigned to high availability VLANSs. These
addresses identify ingress port traffic that the switch will send out on all egress ports that belong to the
same VLAN

In addition to assigning ingress and egress ports, tagging inter-switch link ports with an HA VLAN ID is
allowed. Ingress port traffic destined for an HA VLAN MAC address is sent out on all egress and inter-
switch link ports that belong to the same VLAN. Traffic forwarded on inter-switch link ports is done so in
accordance with the Spanning Tree state of the port.

A high availability VLAN hosts multiple instances of applications like e-commerce applications, critical
databases, business applications etc and supports redundancy. Each instance may get all the service
requests and based on a shared algorithm, HA VLAN decides on which requests a particular node has to
handle. Apart from service request paths, the nodes are internally connected to share information related to
the service load information, service request data and service availability on other nodes.

The HA VLAN feature on the OmniSwitch provides an elegant and flexible way to connect the server
cluster nodes directly to the ingress network. This involves multicasting the service requests on the
configured ports. The multicast criteria is configurable based on destination MAC and destination IP
address. Egress ports can be statically configured on a server cluster or they can be registered by IGMP
reports. The server cluster feature on the OmniSwitch multicast the incoming packets based on the server
cluster configuration on the ports associated with the server cluster.

High Avadilability VLAN Operational Mode

There are typically two modes of implementation of server clusters in HA VLAN.

e Layer 2 - The server cluster is attached to a L2 switch on which the frames destined to the cluster MAC
address are to be flooded on all interfaces. For more information see “Example 1: Layer 2 Server
Cluster” on page 5-9

e Layer 3 - The server cluster is attached to a L3 switch on which the frames destined to the server
cluster IP address are to be routed to the server cluster IP and then flooded on all interfaces. For more
information see “Example 2: Layer 3 Server Cluster” on page 5-11.

Note. The L2 mode is currently supported in AOS using the static mac-address command and L3 mode by
the static ARP command.
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Traffic Flows in High Availability VLAN
The figure below shows how ingress traffic is handled by high availability VLANS.

OmniSwiich

MAC Address:
é 01:20:da:05:f5:2a
{ / MAC Address:
/. 00:95:20:05:f:4a
High
— Availability i
VLAN ]
- MAC Address:
N\ 00:95:20a:05:ff:4a
N
Ingress Egress
Ports Ports

Example of an L2 server cluster - Ingress to Egress Port Flow

In the above example, packets received on the ingress ports that are destined for the high availability

VLAN MAC address are sent out the egress ports that are members of the same VLAN. The MAC address
is virtual to the server cluster, individual servers may have different physical MAC address.Since all three
servers are connected to egress ports, they all receive the ingress port traffic. This provides a high level of
availability in that if one of the server connections goes down, the other connections still forward traffic to

one of the redundant servers.
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Configuring High Availability VLANs on a Switch

This section describes how to use the Command Line Interface (CLI) commands to configure high
availability (HA) VLANSs on a switch. For a brief tutorial on configuring HA VLANSs, see “Quick Steps
for Creating High Availability VLANS” on page 5-3.

When configuring HA VLANS, you must perform the following steps:

1 Create a VLAN. To create a VLAN use the vlan command, which is described in “Creating and
Deleting VLANS” on page 5-6.

2 Assign VLAN member ports. To assign member ports to the VLAN, use the vlan members
untagged command which is described in “Changing the Default VLAN Assignment for a Port” on
page 4-6.

3 Create a server cluster and configure the mode. To create a server cluster and configure the cluster
mode, use the server-cluster command which is described in “Adding and Removing Server Cluster
Ports” on page 5-7.

4 Assign MAC Addresses. To assign MAC addresses to the HA VLAN server cluster, use the server-
cluster mac-address command, which is described in *Assigning and Removing MAC Addresses” on
page 5-8.

Note. Use the show server-cluster command to verify the HA VLAN configuration on the switch. See
“Displaying High Availability VLAN Status” on page 5-16 for more information.

Creating and Deleting VLANSs

The following subsections describe how to create and delete a VLAN with the vlan command.

Note. This section provides only a basic description of creating and deleting VLANSs. For a complete
description of configuring and monitoring VLANS on a switch, please refer to Chapter 4, “Configuring
VLANs.”

Creating a VLAN

To create a new VLAN use the vlan command by entering vlan followed by the VLAN ID number. For
example, to create a VLAN with a VLAN ID number of 10 enter:

-> vlan 10

You can also specify the administrative status and a name for the VLAN with the vlan command. For
example, to administratively enable (the default) a VLAN when you configure it enter vlian followed by
the VLAN ID number and enable.

For example, to create VLAN 10 and administratively enable it enter:

-> vlan 10 enable
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Deleting a VLAN

To delete a VLAN use the no form of the vlan command by entering no vlan followed by the VLAN’s ID
number. For example, to delete high availability VLAN 10 enter:

-> no vlan 10

Adding and Removing Server Cluster Ports
The following subsections describe how to assign to and remove ingress ports from a high availability
VLAN with the server-cluster port command.

Assigning Ports to a Server Cluster

To assign server cluster ports to a high availability VLAN use the server-cluster port/linkagg command.
For example, to assign port 1/21 to server cluster “1”, enter the commands as:

-> server-cluster 1 port 1/21
To assign linkagg “1” to server cluster “3’, enter the commands as:

-> server-cluster 3 linkagg 1

Removing Ports from a Server Cluster

To remove server cluster ports from a high availability VLAN use the no form of server-cluster port/
linkagg command. For example,

-> no server-cluster 1 port 1/21
-> no server-cluster 3 linkagg 1

Assigning and Modifying Server Cluster Mode
The following subsections describe how to assign to and remove egress ports from a high availability
VLAN with the server-cluster command.

Assigning L2 Mode to a Server Cluster

To assign L2 mode to a high availability VLAN use the server-cluster id command. For example, to
assign “L2” mode to the server cluster “1”, enter the command as:

-> server-cluster 1 mode 12
If you want a name to be assigned along with the cluster mode, enter the commands as:

-> server-cluster 1 name 12_cluster mode 12

Assigning L3 Mode to a Server Cluster

A cluster can be assigned an IP address and an ARP entry mac-address. Each cluster should have a unique
IP-address. IP address is configurable only for L3 clusters.

To assign L3 mode to a high availability VLAN use the server-cluster id command. For example, to
assign “L.3” mode to the server cluster “2”, enter the command as:

-> server-cluster 2 mode 13
-> server-cluster 5 port all
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To assign L3 mode to linkaggs, enter the commands as:

-> server-cluster 3 linkagg 1
-> server-cluster 4 linkagg 1-3

To remove server cluster from a high availability VLAN, use the no form of the command. For example,

-> no server-cluster 1
-> no server-cluster 2

Assigning and Removing MAC Addresses

The following subsections describe how to assign and remove MAC addresses from a high availability
VLAN with the server-cluster mac-address command. Traffic that is received on ingress ports that
contains a destination MAC address that matches the high availability VLAN address is sent out all egress
ports that belong to the high availability VLAN.

Assigning MAC Addresses

To assign a MAC address to a high availability VLAN, use the server-cluster mac-address command by
entering server-cluster mac-address, followed by the VLAN’s ID number, mac, and the MAC address.
Note that both unicast and multicast addresses are supported.

For example, to assign the MAC address 00:25:9a:5¢:2f:10 to high availability VLAN 20, enter the
command as:

-> server-cluster mac-address vlan 20 mac 00:25:9a:5c:2f:10

To add more than one MAC address to a high availability VLAN, enter each address on the same
command line separated by a space. For example, to assign MAC addresses 00:25:9a:5c:2f:11,
00:25:9a:5¢:12, and 01:00:00:3f:4c¢:10, to high availability VLAN 30, enter the command as:

-> server-cluster mac-address vlan 30 mac 00:25:9a:5c:2f:11 00:25:9a:5c:12
01:00:00:3f:4c:10.

Removing MAC Addresses

To remove a MAC address associated with a high availability VLAN, use the no form of the server-
cluster mac-address command. For example, the following command removes MAC address
00:25:9a:5¢:2f:10 from VLAN 20:

-> no server-cluster mac-address vlan 20 no mac 00:25:9a:5c:2f:10

To remove more than one MAC address from a high availability VLAN using a single command, enter
each address on the same command line separated by a space. For example, to remove MAC addresses
00:25:9a:5¢:2f:11, 00:25:9a:5¢:12, and 01:00:00:3f:4c:10, from high availability VLAN 30, enter the
command as:

-> server-cluster mac-address vlan 30 no mac 00:25:9a:5c¢:2f:11 00:25:9a:5¢:12
01:00:00:3f:4c:10.

Note. Removing the last MAC address from an HA VLAN is not allowed. Deleting the VLAN is required
when there is only one MAC address left.
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Application Examples

This section contains the following HAVLAN application examples:
e “Example 1: Layer 2 Server Cluster” on page 5-9.
e “Example 2: Layer 3 Server Cluster” on page 5-11.

e “Example 3: Layer 3 Server Cluster with IP Multicast Address to Cluster (IGMP)” on page 5-13.

Example 1: Layer 2 Server Cluster

In the following example, the MAC address can be unicast or L2 multicast or IP multicast.

L2 Cluster with
Yirtual Cluster
MALC Address

e
Cluster Ports E
[(Egress Porls
Server 1
Switch
A\ — YLAM 10 1
5 1/5

Server 2
1/1 1/2
=
YLAN 10 — E""
Server 3
Host 1 Host 2

Switch connected to an L2 server cluster through 3 ports (1/3, 1/4, 1/5)

e A server cluster can be configured with a unique MAC address and a VLAN with a port list

e The traffic which ingresses on 1/1 or 1/2 destined to the server cluster MAC address and the VLAN is
forwarded to all the egress ports configured.(1/3,1/4,1/5).

e Here the ingress ports must be in the same VLAN as the server cluster VLAN and egress ports and
other traffic must be switched according to the normal switching logic.

Configuration Example
In this example, a packet can be an L2 or IP switched packet and Egress port can also be a linkagg port.

1 Create a server cluster that will become the HA VLAN by using the command server-cluster and
configure the mode. For example:

-> server-cluster 1 mode 12 admin-state enable
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2 Create a default VLAN for the HA VLAN ports with the vlan command as shown below:
-> vlan 10

3 Assign member ports to the new default VLAN with the vlan members untagged and server-cluster
commands as shown below:

-> vlan 10 members port 1/3 untagged
-> vlan 10 members port 1/4 untagged
-> vlan 10 members port 1/5 untagged
-> server-cluster 1 port 1/3
-> server-cluster 1 port 1/4
-> server-cluster 1 port 1/5

4 Assign mac-address for the new server cluster by using the command server-cluster mac-address. For
example:

-> server-cluster 1 vlan 10 port mac-address 01:00:11:22:33:44

Note. Optional. You can display the configuration of high availability VLANs with the show server-
cluster command. For example:

-> show server-cluster 1

Cluster Id : 1,

Cluster Name : L2-cluster,

Cluster Mode : L2,

Cluster Mac-address : 01:10:11:22:33:44,
Cluster Vlan : 12,

Administrative State: Enabled,
Operational State : Disabled,
Operational Flag : VPA is not forwarding

An example of what these commands look like entered sequentially on the command line:

-> server-cluster 1 mode L2 admin-state enable

-> vlan 10

-> vlan 10 members port 1/3 untagged

-> vlan 10 members port 1/4 untagged

-> vlan 10 members port 1/5 untagged

-> server-cluster 1 port 1/3

-> server-cluster 1 port 1/4

-> server-cluster 1 port 1/5

-> server-cluster 1 vlan 10 port 1/3-5 mac-address 01:00:11:22:33:44
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Example 2: Layer 3 Server Cluster

In this example, A server cluster is configured with a unique IP address and a static ARP entry (cluster
MAC) and a port list. Here, the server cluster IP address must be a unicast address.

L3 Cluster with
Yirtual Cluster
MALC Address

=T
IP interface created on
YLAN 12 for cluster IP
Server 1
Switch
YLAM 12
i
1/5 Server 2
-
IP interface IP interface [~
YLAM 10 vLAM 11
Server 3
Host 1 Host 2

Switch connected to an L3 server cluster through 3 ports (1/3,1/4,1/5)

e The traffic which ingresses on 1/1 or 1/2 destined to the server cluster IP is routed to all the egress
ports configured (1/3,1/4,1/5). The ingress ports are on a different VLAN as the server cluster IP
interface.

e However, all the egress ports need to be in the same VLAN as the IP interface of server cluster. The
other traffic must be switched according to the normal switching/routing logic.

e [Egress port can be a linkagg port as well.

Configuration Example
In this example, a packet is an L3 or IP switched packet.

1 Create a server cluster that will become the HA VLAN by using the command server-cluster and
configure the mode. For example:

-> server-cluster 2 mode L3 admin-state enable
2 Create a default VLAN for the HA VLAN ports with the vlan command as shown below:
-> vlan 12

3 Assign member ports to the new default VLAN with the vlan members untagged and server-cluster
commands as shown below:

-> vlan 12 members port 1/3 untagged
-> vlan 12 members port 1/4 untagged
-> vlan 12 members port 1/5 untagged
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-> server-cluster 2 port 1/3
-> server-cluster 2 port 1/4
-> server-cluster 2 port 1/5

4 Assign an IP address for the by using the ip interface command. For example:

-> ip interface "vlan 12"
-> ip interface "vlan 12" address 10.135.33.13/24 vlan 12

5 Assign mac-address for the new server cluster by using the command server-cluster mac-address. For
example:

-> server-cluster 2 ip 10.135.33.12 mac-address static 01:00:5e:22:33:44

Note. Optional. You can display the configuration of high availability VLANs with the show server-
cluster command. For example:

-> show server-cluster 2

Cluster Id : 2,

Cluster Name : L3-cluster,

Cluster Mode : L3,

Cluster Mac-address : 01:10:11:22:33:44,
Cluster Vlan : 12,

Administrative State: Enabled,
Operational State : Enabled,

Operational Flag : -

An example of what these commands look like entered sequentially on the command line:

-> server-cluster 2 mode L3 admin-state enable

-> vlan 12

-> vlan 12 members port 1/3 tagged

-> vlan 12 members port 1/4 tagged

-> vlan 12 members port 1/5 tagged

-> server-cluster 2 port 1/3

-> server-cluster 2 port 1/4

-> server-cluster 2 port 1/5

-> ip interface "vlan 12"

-> ip interface "vlan 12" address 10.135.33.13/24 vlan 12
-> server-cluster 2 ip 10.135.33.12 mac-address static 01:00:5e:22:33:44
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Example 3: Layer 3 Server Cluster with IP Multicast Address to
Cluster (IGMP)

This example shows that a server cluster can be configured with a unique IP address and a IP multicast
address. For this scenario, the server cluster IP address needs to be a unicast address and the MAC address
(ARP entry) can be unicast or L2 multicast or IP multicast. The MAC address must be configured through
CLI ARP resolution to a server cluster MAC, and must be configured before actual routing

L3 Cluster with
Yirtual Cluster IP and
MALC Address

IP interface created on ——
YLAN 12 for cluster IP ;E”P ;"2
IGMP Snooping enabled Eports
on YLAN 12
Server 1
Switch .
YLAN 12 IGMP Y2
I Reports
— - |
1/ Server 2
1/1 1,2
————
IP interface IP interfFace [~ IGMP ¥Z
YLAM 10 vLAMN 11 Reports
Server 3
Host 1 Host 2

Switch connected to an L3 server cluster (IGMP) through 3 ports (1/3,1/4,1/5)

e There is no provision for port list configuration and Ports are derived dynamically using the IGMP
snooping of the reports from the server cluster (IGMP v2 reports).

e The traffic which ingresses on 1/1 or 1/2 destined to the server cluster IP is routed to all the ports
which are members of the IP multicast group of the server cluster.

e The ingress ports is on a different VLAN as the server cluster IP interface. Join and Leave messaged

keep updating the egress port list. However all the egress ports need to be in the same VLAN as the IP
interface of server cluster.

¢ The other traffic is switched according to the normal switching/routing logic.

e [Egress port can be a linkagg port as well.

Note. When a server cluster tries to send a bridged or routed packet to itself, a copy of the packet goes back
to the sender’s (server cluster) port.
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Configuration Example

In this example, a packet is an L3 IP switched packet and Egress port can also be a linkagg port.

1 Create a server cluster that will become the HA VLAN by using the command server-cluster and
configure the mode. For example:

-> server-cluster 3 mode L3 admin-state enable
2 Create a default VLAN for the HA VLAN ports with the vlan command as shown below:
-> vlan 12

3 Assign member ports to the new default VLAN with the vlan members untagged and server-cluster
commands as shown below:

-> vlan 12 members port 1/3 untagged
-> vlan 12 members port 1/4 untagged
-> vlan 12 members port 1/5 untagged
-> server-cluster 3 port 1/3
-> server-cluster 3 port 1/4
-> server-cluster 3 port 1/5

4 Assign mac-address for the new server cluster by using the command server-cluster mac-address. For
example:

-> server-cluster 3 ip 10.135.33.12 mac-address static 01:00:11:22:33:44
5 If you want to assign a dynamic mac-address for the server cluster, enter the command as follows:
-> server-cluster 3 ip 10.135.33.12 mac-address dynamic

6 Enable the admin state of the IP multicast by using the ip multicast admin-state enable command. IP
multicast admin state should be enabled for the IGMP reports to be processed., else the cluster will be
operationally down.

-> ip multicast admin-state enable
-> server-cluster 3 igmp-mode enable
-> server-cluster 3 ip-multicast 225.0.0.23

When IGMP mode is enabled for the server cluster, all static ports will be reset in igmp mode.

Note. Optional. You can display the configuration of high availability VLANSs with the show server-
cluster command. For example:

-> show server-cluster 3

Cluster Id -3,

Cluster Name -,

Cluster Mode L3,

Cluster IP : 10.135.33.12,
Cluster Mac-Address : 01:00:11:22:33:44,
Cluster Mac Type . Static,

1GMP-Mode : Enabled,

Cluster Multicast IP 1 225.0.0.23,
Administrative State : Enabled,
Operational State : Disabled,

Operational Flag

: No IGMP members
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An example of what these commands look like entered sequentially on the command line:

-> server-cluster 3 mode L3 admin-state enable
-> vlan 12

-> vlan 12 members port 1/3 untagged

-> vlan 12 members port 1/4 untagged

-> vlan 12 members port 1/5 untagged

-> server-cluster 3 port 1/3

-> server-cluster 3 port 1/4

-> server-cluster 3 port 1/5

-> server-cluster 3 ip 10.135.33.12 mac-address static 01:00:11:22:33:44
-> ip multicast admin-state enable

-> server-cluster 3 igmp-mode enable

-> server-cluster 3 ip-multicast 225.0.0.23

Note. In order to process IGMP reports, it is required to enable IP mulitcast by using the ip multicast
admin-state enable command.
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Displaying High Availability VLAN Status

You can use CLI show commands to display the current configuration and statistics of high availability
VLANS on a switch. These commands include the following:
show server-cluster Displays the server clusters configured in the system.

show vlan Displays a list of all VLANSs configured on the switch and the status of
related VLAN properties (e.g., admin and Spanning Tree status and
router port definitions).

show vlan members Displays a list of VLAN port assignments.

To display the status and configuration of high availability VLANSs you use the show server-cluster
command. To display the status and configuration of all high availability VLANSs on a switch, enter the
following command:

-> show server-cluster

A screen similar to the following will be displayed:
-> show server-cluster
Legend: * = not valid

Cluster Mode Vlan Mac Address Ip Address IGMP Address Name

————————— e
* 10 L2 100 01:10:11:22:33:44 - - clusterl
11 L2 100 01:10:11:22:33:44 - - cluster2

12 L2 100 01:10:11:22:33:44 - - -
13 L3 - 01:12:11:22:33:44 10.135.33.203 - -
* 14 L3 - 01:12:11:22:33:45 10.135.33.203 --
15 L3 - 01:00:5e:00:00:44 10.135.33.203 225.0.1.2 cluster-igmp

To display the status and configuration of a single high availability VLAN cluster enter show server-
cluster followed by the server cluster ID number. For example, to display the status and configuration of
high availability server cluster id “1”, enter the following command:

-> show server-cluster 1

A screen similar to the following will be displayed:

-> show server-cluster 1

Cluster Id : 1,

Cluster Name : L2-cluster,

Cluster Mode : L2,

Cluster Mac-address : 01:10:11:22:33:44,
Cluster Vlan : 12,

Administrative State: Enabled,
Operational State : Disabled,
Operational Flag : VPA is not forwarding

Note. For more information on the CLI commands, See the OmniSwitch AOS Release 8 CLI Reference
Guide.
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6 Configuring Spanning Tree
Parameters

The Spanning Tree Algorithm and Protocol (STP) is a self-configuring algorithm that maintains a loop-
free topology on a network. STP helps to provide data path redundancy and network scalability. The
OmniSwitch STP implementation, based on the IEEE 802.1D standard, distributes the Spanning Tree load
between the primary management module and the network interface modules. This functionality improves
network robustness by providing a Spanning Tree that continues to respond to BPDUs (Bridge Protocol
Data Unit) and port link up and down states in the event of a fail over to a backup management module or
switch.

The OmniSwitch implementation also incorporates the following Spanning Tree features:

e Configures a physical topology into a single Spanning Tree to ensure that there is only one data path
between any two switches.

e Supports fault tolerance within the network topology. The Spanning Tree is reconfigured in the event
of a data path or bridge failure or when a new switch is added to the topology.

e Supports two Spanning Tree operating modes: flat (single STP instance per switch) and per-VLAN
(single STP instance per VLAN). The per-VLAN mode can be configured to interoperate with the
proprietary Per-Vlan Spanning Tree (PVST+) feature of Cisco.

e Supports three Spanning Tree Algorithms; 802.1D (STP), 802.1w (RSTP), and 802.1Q 2005 (MSTP).

e Allows 802.1Q tagged ports and link aggregate logical ports to participate in the calculation of the STP
topology.

e Provides loop-guard security to prevent network loops caused due to inconsistencies in data traffic.

The Distributed Spanning Tree software is active on all switches by default. As a result, a loop-free
network topology is automatically calculated based on default Spanning Tree bridge, VLAN, and port
parameter values. It is only necessary to configure the Spanning Tree parameters to change how the
topology is calculated and maintained.
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In This Chapter

This chapter provides an overview about how Spanning Tree works and how to configure Spanning Tree
parameters through the Command Line Interface (CLI). CLI commands are used in the configuration

examples; for more details about the syntax of commands, see the OmniSwitch AOS Release 8 CLI
Reference Guide.

Configuration procedures described in this chapter include:

e Selecting the Spanning Tree operating mode (flat or per-VLAN) on page 6-20.
e Configuring Spanning Tree bridge parameters on page 6-26.

e Configuring Spanning Tree port parameters on page 6-33.

e Configuring an example Spanning Tree topology on page 6-43.
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Spanning Tree Bridge Parameter Defaults

Spanning Tree Bridge Parameter Defaults

Parameter Description

Command

Default

Spanning Tree operating mode

spantree mode

Per-VLAN (a separate Spanning
Tree instance for each VLAN)

PVST+ status

spantree pvst+compatibility

Disabled

Spanning Tree status for a
VLAN instance

spantree vlan admin-state

Enabled

Spanning Tree protocol

spantree protocol

RSTP (802.1w)

BPDU switching status spantree bpdu-switching Disabled
Priority value for the Spanning  spantree priority 32768
Tree instance

Hello time interval between each spantree hello-time 2 seconds
BPDU transmission

Maximum aging time allowed  spantree max-age 20 seconds
for Spanning Tree information

learned from the network

Spanning Tree port state spantree forward-delay 15 seconds

transition time

Path cost mode

spantree path-cost-mode

Auto (16-bit in per-VLAN mode
and STP or RSTP flat mode, 32-
bit in MSTP flat mode)

Automatic VLAN Containment

spantree auto-vlan-containment

Disabled

Spanning Tree loop-guard

spantree loop-guard

Disabled

Spanning Tree Port Parameter Defaults

Parameter Description Command Default
Status for a specific VLAN instance spantree vlan Enabled
Path cost for a specific VLAN instance  spantree vlan path-cost 0

Port state management mode

spantree cist mode
spantree loop-guard

Dynamic (Spanning Tree
Algorithm determines port
state)

Port priority value

spantree priority

7

Port connection type for a specific

VLAN instance

spantree vlan connection

auto point to point

Type of BPDU to be used on a port when

per vlan PVST+ mode is enabled

spantree
pvst+compatibility

auto (IEEE BPDUs are used
until a PVST+ BPDU is
detected)
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Multiple Spanning Tree (MST) Region Defaults

Although the following parameter values are specific to MSTP, they are configurable regardless of which
mode (flat or per-VLAN) or protocol is active on the switch.

Parameter Description Command Default

The MST region name spantree mst region name  blank

The revision level for the MST region spantree mst region 0
revision-level

The maximum number of hops spantree mst region max- 20

authorized for the region

hops

The number of Multiple Spanning Tree
Instances (MSTI)

spantree msti

0 (flat mode instance)

The VLAN to MSTI mapping

spantree msti vlian

All VLANSs are mapped to the
Common Internal Spanning
Tree (CIST) instance
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Spanning Tree Overview

The OmniSwitch supports the use of the 802.1D Spanning Tree Algorithm and Protocol (STP), the 802.1w
Rapid Spanning Tree Algorithm and Protocol (RSTP), and the 802.1Q 2005 Multiple Spanning Tree
Protocol (MSTP).

RSTP expedites topology changes by allowing blocked ports to transition directly into a forwarding state,
bypassing listening and learning states. This provides rapid reconfiguration of the Spanning Tree in the
event of a network path or device failure.

The 802.1w standard is an amendment to the 802.1D document, thus RSTP is based on STP. Regardless
of which one of these two protocols a switch or VLAN is running, it can successfully interoperate with
other switches or VLANS.

802.1Q 2005 is a new version of MSTP that combines the 802.1D 2004 and 802.1S protocols. This
implementation of 802.1Q 2005 also includes improvements to edge port configuration and provides
administrative control to restrict port role assignment and the propagation of topology change information
through bridge ports.

MSTP is an enhancement to the 802.1Q Common Spanning Tree (CST), which is provided when a switch
is running in the flat Spanning Tree operating mode. The flat mode applies a single spanning tree instance
across all VLAN port connections on a switch. MSTP allows the configuration of Multiple Spanning Tree
Instances (MSTIs) in addition to the CST instance. Each MSTI is mapped to a set of VLANS. As a result,
the flat mode can now support the forwarding of VLAN traffic over separate data paths.

This section provides a Spanning Tree overview based on RSTP operation and terminology. Although
MSTP is based on RSTP, see “MST General Overview” on page 6-12 for specific information about
configuring MSTP.

How the Spanning Tree Topology is Calculated

The tree consists of links and bridges that provide a single data path that spans the bridged network. At the
base of the tree is a root bridge. One bridge is elected by all the bridges participating in the network to
serve as the root of the tree. After the root bridge is identified, STP calculates the best path that leads from
each bridge back to the root and blocks any connections that would cause a network loop.

To determine the best path to the root, STP uses the path cost value, which is associated with every port
on each bridge in the network. This value is a configurable weighted measure that indicates the
contribution of the port connection to the entire path leading from the bridge to the root.

In addition, a root path cost value is associated with every bridge. This value is the sum of the path costs
for the port that receives frames on the best path to the root (this value is zero for the root bridge). The
bridge with the lowest root path cost becomes the designated bridge for the LAN, as it provides the
shortest path to the root for all bridges connected to the LAN.

During the process of calculating the Spanning Tree topology, each port on every bridge is assigned a port
role based on how the port and/or its bridge participates in the active Spanning Tree topology.

The following table provides a list of port role types and the port and/or bridge properties that the
Spanning Tree Algorithm examines to determine which role to assign to the port.
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Role Port/Bridge Properties

Root Port Port connection that provides the shortest path (lowest path cost value) to the
root. The root bridge does not have a root port.

Designated Port The designated bridge provides the LAN with the shortest path to the root. The
designated port connects the LAN to this bridge.

Backup Port Any operational port on the designated bridge that is not a root or designated

port. Provides a backup connection for the designated port. A backup port can
only exist when there are redundant designated port connections to the LAN.

Alternate Port Any operational port that is not the root port for its bridge and its bridge is not
the designated bridge for the LAN. An alternate port offers an alternate path to
the root bridge if the root port on its own bridge goes down.

Disabled Port Port is not operational. If an active connection does come up on the port, it is
assigned an appropriate role.

Note. The distinction between a backup port and an alternate port was introduced with the IEEE 802.1w
standard to help define rapid transition of an alternate port to a root port.

The role a port plays or can potentially play in the active Spanning Tree topology determines the port
operating state; discarding, learning, or forwarding. The port state is also configurable and it is possible
to enable or disable the administrative status of a port and/or specify a forwarding or blocking state that is
only changed through user intervention.

The Spanning Tree Algorithm only includes ports in its calculations that are operational (link is up) and
have an enabled administrative status. The following table compares and defines 802.1D and 802.1w port
states and their associated port roles:

STP Port State  RSTP Port State  Port State Definition Port Role

Disabled Discarding Port is down or administratively disabled Disabled
and is not included in the topology.

Blocking Discarding Frames are dropped, nothing is learned or Alternate, Backup
forwarded on the port. Port is temporaril
p p y
excluded from topology.

Learning Learning Port is learning MAC addresses that are seen Root, Designated
on the port and adding them to the bridge
forwarding table, but not transmitting any
data. Port is included in the active topology.

Forwarding Forwarding Port is transmitting and receiving data and is Root, Designated
included in the active topology.

Once the Spanning Tree is calculated, there is only one root bridge, one designated bridge for each LAN,
and one root port on each bridge (except for the root bridge). Data travels back and forth between bridges
over forwarding port connections that form the best, non-redundant path to the root. The active topology

ensures that network loops do not exist.
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Bridge Protocol Data Units (BPDU)

Switches send layer 2 frames, referred to as Configuration Bridge Protocol Data Units (BPDU), to relay
information to other switches. The information in these BPDU is used to calculate and reconfigure the
Spanning Tree topology. A Configuration BPDU contains the following information that pertains to the
bridge transmitting the BPDU:

Root ID

The Bridge 1D for the bridge that this bridge believes is the root.

Root Path Cost

The sum of the Path Costs that lead from the root bridge to this bridge port.

The Path Cost is a configurable parameter value. The IEEE 802.1D standard specifies a
default value that is based on port speed. See “Configuring Port Path Cost” on
page 6-36 for more information.

Bridge ID

An eight-byte hex value that identifies this bridge within the Spanning Tree. The first
two bytes contain a configurable priority value and the remaining six bytes contain a
bridge MAC address. See “Configuring the Bridge Priority” on page 6-28 for more
information.

Each switch chassis is assigned a dedicated base MAC address. This is the MAC
address that is combined with the priority value to provide a unique Bridge ID for the
switch. For more information about the base MAC address, see the appropriate
Hardware Users Guide for the switch.

Port ID

A 16-bit hex value that identifies the bridge port that transmitted this BPDU. The first 4
bits contain a configurable priority value and the remaining 12 bits contain the physical
switch port number. See “Configuring Port Priority” on page 6-35 for more
information.

The sending and receiving of Configuration BPDU between switches participating in the bridged network
constitute the root bridge election; the best path to the root is determined and then advertised to the rest of
the network. BPDU provide enough information for the STP software running on each switch to determine

the following:

e Which bridge serves as the root bridge.

e The shortest path between each bridge and the root bridge.

e Which bridge serves as the designated bridge for the LAN.

e Which port on each bridge serves as the root port.

e The port state (forwarding or discarding) for each bridge port based on the role the port plays in the
active Spanning Tree topology.

The following events trigger the transmitting and/or processing of BPDU in order to discover and
maintain the Spanning Tree topology:

e When a bridge first comes up, it assumes it is the root and starts transmitting Configuration BPDU on
all its active ports advertising its own bridge ID as the root bridge ID.

e When a bridge receives BPDU on its root port that contains more attractive information (higher
priority parameters and/or lower path costs), it forwards this information on to other LANSs to which it
is connected for consideration.
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e When a bridge receives BPDU on its designated port that contains information that is less attractive
(lower priority values and/or higher path costs), it forwards its own information to other LANSs to
which it is connected for consideration.

STP evaluates BPDU parameter values to select the best BPDU based on the following order of
precedence:

1 The lowest root bridge ID (lowest priority value, then lowest MAC address).
2 The best root path cost.
3 If root path costs are equal, the bridge ID of the bridge sending the BPDU.

4 If the previous three values tie, then the port ID (lowest priority value, then lowest port number).

Topology Change Notification

When a topology change occurs, such as when a link goes down or a switch is added to the network, the
affected bridge sends a Topology Change Notification (TCN) BPDU to the designated bridge for its LAN.
The designated bridge then forwards the TCN to the root bridge. The root then sends out a Configuration
BPDU and sets a Topology Change (TC) flag within the BPDU to notify other bridges that there is a
change in the configuration information. Once this change is propagated throughout the Spanning Tree
network, the root stops sending BPDU with the TC flag set and the Spanning Tree returns to an active,
stable topology.

Note. You can restrict the propagation of TCNs on a port. See “Restricting TCN Propagation” on page 6-42
for more information.

Detecting the Source of Topology Changes

The following information and logging mechanisms are available on each switch to help identify the
source of topology changes within an active network:

e The port on which the last TCN was received on the local switch. The “Topology Change Port” field of
the show spantree vlan, show spantree cist, and show spantree msti commands displays the switch
port on which the last TCN was received. This information can be used to track down the switch that
triggered the topology change in an active RSTP or MSTP topology (not supported for STP
topologies).

e Switch logging entries to identify root port and root bridge changes for all Spanning Tree protocols
(STP, RSTP, and MSTP). For example:

2014 May 19 15:26:44 U28E_7_12_7 swlogd: stpCmm _TRPt info(5) TRAP:newRoot stp=0
2014 May 19 15:39:54 U28E_7_12 7 swlogd: stpCmm _TRPt info(5) TRAP:newRootPort
stp=0 port=101005

For more information about the switch logging utility, see Chapter 37, “Using Switch Logging.”

e Topology change storm detection to identify excessive topology changes for all Spanning Tree
protocols (STP, RSTP, and MSTP). The switch uses internal calculations based on the number of
topology changes within a specific period of time to determine if the number of topology changes
exceeds a specific threshold. When this threshold value is reached, switch logging entries are triggered
as a warning of potential instability within the network. For example:

For Flat + MSTP CIST instance:
2014 May 19 15:26:44 U28E_7_12 7 swlogd: stpCmm _STPt warn(4) TCN Storm detected
on port 1/1/1 for Cist
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For Flat + MSTP MSTI instance
2014 May 19 15:26:44 U28E_7_12 7 swlogd: stpCmm _STPt warn(4) TCN Storm detected
on port 0/10 for Msti 1001

For Flat + RSTP instance:
2014 May 19 15:26:44 U28E_7_12 7 swlogd: stpCmm _STPt warn(4) TCN Storm detected
on port 1/1/1

For Per VLAN + RSTP instance
2014 May 19 15:26:44 U28E_7_12_7 swlogd: stpCmm _STPt warn(4) TCN Storm detected
on port 1/1/1 for VLAN 1001

For more information about the switch logging utility, see Chapter 37, “Using Switch Logging.”

Loop-guard on OmniSwitch

STP relies on continuous reception or transmission of BPDUs based on the port role. The designated port
or primary port transmits BPDUs, and the non-designated ports receive BPDUs. When one of the non-
designated ports in a spanning tree network stop receiving BPDUs, then the STP conceives that the
network is loop free. However, when a non-designated (Alternate, Root, or Backup) port becomes desig-
nated and moves to a forwarding state, a loop is created in the network.

With Loop Guard, if a switch stops receiving BPDUs on a non-designated port, the switch places the port
into the STP loop-inconsistent blocking state thus preventing the occurrence of loop in the network.

Loop-guard can be configured on individual ports on per-port or per-VLAN basis. A port can have both
roles:

e Designated
¢ Non-designated for mutually exclusive set of VLANs or MSTP-instances (in MSTP mode)

If loop-guard is enabled on the port, it does not affect the forward or blocking state for a designated port.
In case of BPDU timeout, if a loop-guard enabled port fails to receive three consecutive BPDUs, STP
converts the port explicitly to a blocked port.

When loop-guard is enabled, if a switch stops receiving BPDUs on a non-designated port, the switch
places the port into the STP loop-inconsistent blocking state.

By default, loop-guard is disabled on all the switch ports. User can configure loop-guard on any port
irrespective of its STP state or role. However, the feature functions only on non-designated (Alternate,
Root, or Backup) STP ports.

Notes:

¢ In the flat mode, as there is a single STP instance on all the VLANS, the loop-guard state of the ports is
same across all the VLANS on the switch.

® In MSTP mode, there is a single STP instance for each MSTI instance. In this case, loop-guard state of
port is same across all the VLANSs of a given MSTP instance. Hence if a loop-guard error occurs on
any single port, it affects all the other ports related to the MSTI.

¢ In 1X1 mode, there is a single STP instance assigned for each VLAN. Hence if a loop-guard error
occurs on any single VLAN, it does not affect the other VLANS.
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Topology Examples

The following diagram shows an example of a physical network topology that incorporates data path
redundancy to ensure fault tolerance. These redundant paths, however, create loops in the network
configuration. If a device connected to Switch A sends broadcast packets, Switch A floods the packets out
all of its active ports. The switches connected to Switch A in turn floods the broadcast packets out their
active ports, and Switch A eventually receives the same packets back and the cycle starts over again. This
causes severe congestion on the network, often referred to as a broadcast storm.

N

I e

i FEEEFH R ggéﬂ—n - 3

Switch A

Switch B
Physical Topology Example

The Spanning Tree Algorithm prevents network loops by ensuring that there is always only one active link
between any two switches. This is done by transitioning one of the redundant links into a blocking state,
leaving only one link actively forwarding traffic. If the active link goes down, then the Spanning Tree will
transition one of the blocked links to the forwarding state to take over for the downed link. If a new switch
is added to the network, the Spanning Tree topology is automatically recalculated to include the
monitoring of links to the new switch.
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The following diagram shows the logical connectivity of the same physical topology as determined by the
Spanning Tree Algorithm:
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Path Cost PC

Active Spanning Tree Topology Example

In the above active Spanning Tree topology example, the following configuration decisions were made as
a result of calculations performed by the Spanning Tree Algorithm:

e Switch D is the root bridge because its bridge ID has a priority value of 10 (the lower the priority
value, the higher the priority the bridge has in the Spanning Tree). If all four switches had the same
priority, then the switch with the lowest MAC address in its bridge ID would become the root.

e Switch A is the designated bridge for Switch B, because it provides the best path for Switch B to the
root bridge.

e Port 2/9 on Switch A is a designated port, because it connects the LAN from Switch B to Switch A.

e All ports on Switch D are designated ports, because Switch D is the root and each port connects to a
LAN.

e Ports 2/10, 3/1, and 3/8 are the root ports for Switches A, B, and C, respectively, because they offer the
shortest path towards the root bridge.

e The port 3/9 connection on Switch C to port 2/2 on Switch D is in a discarding (blocking) state, as the
connection these ports provides is redundant (backup) and has a higher path cost value than the 2/3 to
3/8 connection between the same two switches. As a result, a network loop is avoided.

e The port 3/2 connection on Switch B to port 3/10 on Switch C is also in a discarding (blocking) state,
as the connection these ports provides has a higher path cost to root Switch D than the path between
Switch B and Switch A. As a result, a network loop is avoided.
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MST General Overview

The Multiple Spanning Tree (MST) feature allows for the mapping of one or more VLANS to a single
Spanning Tree instance, referred to as a Multiple Spanning Tree Instance (MSTI), when the switch is
running in the flat Spanning Tree mode. MST uses the Multiple Spanning Tree Algorithm and Protocol
(MSTP) to define the Spanning Tree path for each MSTI. In addition, MSTP provides the ability to group
switches into MST Regions. An MST Region appears as a single, flat Spanning Tree instance to switches
outside the region.

This section provides an overview of the MST feature that includes the following topics:
e “How MSTP Works” on page 6-12.

e “Comparing MSTP with STP and RSTP” on page 6-15.

e “What is a Multiple Spanning Tree Instance (MSTI)” on page 6-15.

e “What is a Multiple Spanning Tree Region” on page 6-16.

e “What is the Internal Spanning Tree (IST) Instance” on page 6-17.

e “What is the Common and Internal Spanning Tree Instance” on page 6-17.

e “MST Configuration Overview” on page 6-17.

How MSTP Works

MSTP, as defined in the IEEE 802.1Q 2005 standard, is an enhancement to the IEEE 802.1Q Common
Spanning Tree (CST). The CST is a single spanning tree that uses 802.1D (STP) or 802.1w (RSTP) to
provide a loop-free network topology.

The OmniSwitch flat spanning tree mode applies a single CST instance on a per switch basis. The per-
VLAN mode is an OmniSwitch proprietary implementation that applies a single spanning tree instance on
a per VLAN basis. MSTP is only supported in the flat mode and allows for the configuration of additional
Spanning Tree instances instead of just the one CST.

On an MSTP flat mode OmniSwitch, the CST is represented by the Common and Internal Spanning Tree
(CIST) instance 0 and exists on all switches. Up to 17 instances, including the CIST, are supported. Each
additional instance created is referred to as a Multiple Spanning Tree Instance (MSTI). An MSTI
represents a configurable association between a single Spanning Tree instance and a set of VLANS.

Note. Although MSTP provides the ability to define MSTIs while running in the flat mode, port state and
role computations are automatically calculated by the CST algorithm across all MSTIs. However, it is
possible to configure the priority and/or path cost of a port for a particular MSTI so that a port remains in a
forwarding state for an MSTI instance, even if it is blocked as a result of automatic CST computations for
other instances.

The following diagrams help to further explain how MSTP works by comparing how port states are
determined on per-VLAN STP/RSTP mode, flat mode STP/RSTP, and flat mode MSTP switches.
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Per-VLAN Mode STP/RSTP

In the above per-VLAN mode example:
e Both switches are running in the per-VLAN mode (one Spanning Tree instance per VLAN).
e VLAN 100 and VLAN 200 are each associated with their own Spanning Tree instance.

e The connection between 3/1 and 2/1 is left in a forwarding state because it is part of the VLAN 100
Spanning Tree instance and is the only connection for that instance.

Note. If additional switches containing a VLAN 100 are connected to the switches in this diagram, then the
3/1 to 2/1 port connection gets into blocking state. The port connection is converted to blocking state, only
if the VLAN 100 Spanning Tree instance determines it is required, to avoid a network loop.

¢ The connections between 4/8 and 5/2 and 4/2 and 5/1 are seen as redundant because they are both
controlled by the VLAN 200 Spanning Tree instance and connect to the same switches. The VLAN
200 Spanning Tree instance determines which connection provides the best data path and transitions
the other connection to a blocking state.

( VLAN 100 } 3 21 { VLAN 100 )

412 5/1

1
( VLAN 200 ) u ( VLAN 200 )
48 " 52

Flat Mode STP/RSTP (802.1D/802.1w)

In the above flat mode STP/RSTP example:

e Both switches are running in the flat mode. As a result, a single flat mode Spanning Tree instance
applies to the entire switch and compares port connections across VLANS to determine which
connection provides the best data path.

¢ The connection between 3/1 and 2/1 is left forwarding because the flat mode instance determined that
this connection provides the best data path between the two switches.

e The 4/8 to 5/2 connection and the 4/2 to 5/1 connection are considered redundant connections so they
are both blocked in favor of the 3/1 to 2/1 connection.
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In the above flat mode MSTP example:

e Both switches are running in the flat mode and using MSTP.

Flat Mode MSTP

¢ VLANS 100 and 150 are not associated with an MSTI. They are controlled by the default CIST

instance 0 that exists on every switch.

VLANS 200 and 250 are associated with MSTI 2 so their traffic can traverse a path different from that
determined by the CIST.

Ports are blocked the same way they were blocked in the flat mode STP/RSTP example; all port
connections are compared to each other across VLANS to determine which connection provides the
best path.

However, because VLANSs 200 and 250 are associated to MSTI 2, it is possible to change the port path
cost for ports 2/12, 3/6, 4/8 and/or 5/2 so that they provide the best path for MSTI 2 VLANS, but do not
carry CIST VLAN traffic or cause CIST ports to transition to a blocking state.

Another alternative is to assign all VLANSs to an MSTI, leaving no VLANSs controlled by the CIST. As
a result, the CIST BPDU contains only MSTI information.

See “Sample MSTI Configuration” on page 6-48 for more information about how to direct VLAN traffic
over separate data paths using MSTP.
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Comparing MSTP with STP and RSTP

Using MSTP has the following items in common with STP (802.1D) and RSTP (802.1w) protocols:

e Each protocol ensures one data path between any two switches within the network topology. This
prevents network loops from occurring while at the same time allowing for redundant path
configuration.

e Each protocol provides automatic reconfiguration of the network Spanning Tree topology in the event
of a connection failure and/or when a switch is added to or removed from the network.

e All three protocols are supported in the flat Spanning Tree operating mode.

¢ The flat mode CST instance automatically determines port states and roles across VLAN port and
MST]I associations. This is because the CST instance is active on all ports and only one BPDU is used
to forward information for all MSTIs.

e MSTP is based on RSTP.
Using MSTP differs from STP and RSTP as follows:

e MSTP is only supported when the switch is running in the flat Spanning Tree mode. STP and RSTP
are supported in both the per-VLAN and flat modes.

e MSTP allows for the configuration of up to 16 Multiple Spanning Tree Instances (MSTI) in addition to
the CST instance. Flat mode STP and RSTP protocols only use the single CST instance for the entire
switch. See “What is a Multiple Spanning Tree Instance (MSTI)” on page 6-15 for more information.

e MSTP applies a single Spanning Tree instance to an MSTI ID number that represents a set of VLANS;
a one to many association. STP and RSTP in the flat mode apply one Spanning Tree instance to all
VLANS; a one to all association. STP and RSTP in the per-VLAN mode apply a single Spanning Tree
instance to each existing VLAN; a one to one association.

e The port priority and path cost parameters are configurable for an individual MSTI that represents the
VLAN associated with the port.

¢ The flat mode 802.1D or 802.1w CST is identified as instance 1. When using MSTP, the CST is
identified as CIST (Common and Internal Spanning Tree) instance 0. See “What is the Common and
Internal Spanning Tree Instance” on page 6-17 for more information.

e MSTP allows the segmentation of switches within the network into MST regions. Each region is seen
as a single virtual bridge to the rest of the network, even though multiple switches can belong to the
one region. See “What is a Multiple Spanning Tree Region” on page 6-16 for more information.

e MSTP has lower overhead than a per-VLAN configuration. In per-VLAN mode, because each VLAN
is assigned a separate Spanning Tree instance, BPDUs are forwarded on the network for each VLAN.
MSTP only forwards one BPDU for the CST that contains information for all configured MSTI on the
switch.

What is a Multiple Spanning Tree Instance (MSTI)

An MSTI is a single Spanning Tree instance that represents a group of VLANSs. The OmniSwitch supports
up to 16 MSTIs on one switch. This number is in addition to the Common and Internal Spanning Tree
(CIST) instance 0, which is also known as MSTI 0. The CIST instance exists on every switch. By default,
all VLANSs not mapped to an MSTI are associated with the CIST instance. See “What is the Common and
Internal Spanning Tree Instance” on page 6-17 for more information.
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What is a Multiple Spanning Tree Region

A Multiple Spanning Tree region represents a group of MSTP switches. An MST region appears as a
single, flat mode instance to switches outside the region. A switch can belong to only one region at a time.
The region a switch belongs to is identified by the following configurable attributes, as defined by MSTP.

e Region name — An alphanumeric string up to 32 characters.
e Region revision level — A numerical value between 0 and 65535.

e VLAN to MSTI table — Generated when VLANS are associated with MSTIs. Identifies the VLAN to
MSTI mapping for the switch.

Switches that share the same values for the configuration attributes described above belong to the same
region. For example, in the diagram below:

e Switches A, B, and C all belong to the same region because they all are configured with the same
region name, revision level, and have the same VLANs mapped to the same MSTI.

e The CST for the entire network sees Switches A, B, and C as one virtual bridge that is running a single
Spanning Tree instance. As a result, CST blocks the path between Switch C and Switch E instead of
blocking a path between the MST region switches to avoid a network loop.

e The paths between Switch A and Switch C and the redundant path between Switch B and Switch C
were blocked as a result of the Internal Spanning Tree (IST) computations for the MST Region. See
“What is the Internal Spanning Tree (IST) Instance” on page 6-17 for more information.

/ \ Switch D

Switch A
. CST
1]
I
Switch B “SWitch C ‘Switch E
NG MST Region / SST Switches (STP or RSTP)

In addition to the attributes described above, the MST maximum hops parameter defines the number of
bridges authorized to propagate MST BPDU information. In essence, this value defines the size of the
region in that once the maximum number of hops is reached, the BPDU is discarded.

The maximum number of hops for the region is not one of the attributes that defines membership in the
region. See “Sample MST Region Configuration” on page 6-46 for a tutorial on how to configure MST
region parameters.
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What is the Common Spanning Tree

The Common Spanning Tree (CST) is the overall network Spanning Tree topology resulting from STP,
RSTP, and/or MSTP calculations to provide a single data path through the network. The CST provides
connectivity between MST regions and other MST regions and/or Single Spanning Tree (SST) switches.
For example, in the above diagram, CST calculations detected a network loop created by the connections
between Switch D, Switch E, and the MST Region. As a result, one of the paths was blocked.

What is the Internal Spanning Tree (IST) Instance

The IST instance determines and maintains the CST topology between MST switches that belong to the
same MST region. In other words, the IST is simply a CST that only applies to MST Region switches
while at the same time representing the region as a single Spanning Tree bridge to the network CST.

As shown in the above diagram, the redundant path between Switch B and Switch C is blocked and the
path between Switch A and Switch C is blocked. These blocking decisions were based on the IST
computations within the MST region. IST sends and receives BPDU to/from the network CST. MSTI
within the region do not communicate with the network CST. As a result, the CST only sees the IST
BPDU and treats the MST region as a single Spanning Tree bridge.

What is the Common and Internal Spanning Tree Instance

The Common and Internal Spanning Tree (CIST) instance is the Spanning Tree calculated by the MST
region IST and the network CST. The CIST is represented by the single Spanning Tree flat mode instance
that is available on all switches. By default, all VLANSs are associated to the CIST until they are mapped
to an MSTI.

When using STP (802.1D) or RSTP (802.1w). When using MSTP, the CIST is also known as instance O or
MSTI 0.

Note. When MSTP is the active flat mode protocol, explicit Spanning Tree bridge commands are required
to configure parameter values. Implicit commands are for configuring parameters when the STP or RSTP
protocols are in use. See “Using Spanning Tree Configuration Commands” on page 6-26 for more
information.

MST Configuration Overview
The following general steps are required to set up a Multiple Spanning Tree (MST) configuration:

e Select the flat Spanning Tree mode — Each switch runs in the default mode. MSTP is only supported
on a flat mode switch. See “Spanning Tree Operating Modes” on page 6-20 for more information.

e Select the MSTP protocol — Each switch uses the default protocol. Selecting MSTP activates the
Multiple Spanning Tree. See “How MSTP Works” on page 6-12 for more information.

e Configure an MST region name and revision level — Switches that share the same MST region
name, revision level, and VLAN to Multiple Spanning Tree Instance (MSTI) mapping belong to the
same MST region. See “What is a Multiple Spanning Tree Region” on page 6-16 for more information.

e Configure MSTIs — Every switch has a default Common and Internal Spanning Tree (CIST) instance
0, which is also referred to as MSTI 0. Configuration of additional MST] is required to segment switch
VLANS into separate instances. See “What is a Multiple Spanning Tree Instance (MSTI)” on page 6-15
for more information.
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e Map VLANSs to MSTI — All existing VLANSs are mapped to the default CIST instance 0. Associating
a VLAN to an MSTI specifies which Spanning Tree instance determines the best data path for traffic
carried on the VLAN. In addition, the VLAN-to-MSTI mapping is also one of three MST
configuration attributes used to determine that the switch belongs to a particular MST region.

For a tutorial on setting up an example MST configuration, see “Sample MST Region Configuration” on
page 6-46 and “Sample MSTI Configuration” on page 6-48.

MST Interoperability and Migration

Connecting an MSTP switch to a non-MSTP flat mode switch is supported. Since the Common and
Internal Spanning Tree (CIST) controls the flat mode instance on both switches, STP or RSTP can remain
active on the non-MSTP switch within the network topology.

An MSTP switch is part of a Multiple Spanning Tree (MST) Region, which appears as a single, flat mode
instance to the non-MSTP switch. The port that connects the MSTP switch to the non-MSTP switch is
referred to as a boundary port. When a boundary port detects an STP (802.1D) or RSTP (802.1w) BPDU,
it responds with the appropriate protocol BPDU to provide interoperability between the two switches. This
interoperability also serves to indicate the edge of the MST region.

Interoperability between MSTP switches and per-VLAN mode switches is not recommended. The per-
VLAN mode is a proprietary implementation that creates a separate Spanning Tree instance for each
VLAN configured on the switch. The MSTP implementation is in compliance with the IEEE standard and
is only supported on flat mode switches.

Tagged BPDUs transmitted from a per-VLAN switch are ignored by a flat mode switch. This can cause a
network loop to go undetected. Although it is not recommended, you can also connect a per-VLAN switch
to a flat mode switch temporarily until migration to MSTP is complete. When a per-VLAN switch is
connected to a flat mode switch, configure only a fixed, untagged connection between VLAN 1 on both
switches.

Migrating from Flat Mode STP/RSTP to Flat Mode MSTP

Migrating an STP/RSTP flat mode switch to MSTP is relatively transparent. When STP or RSTP is the
active protocol, the Common and Internal Spanning Tree (CIST) controls the flat mode instance. If on the
same switch the protocol is changed to MSTP, the CIST still controls the flat mode instance.

Note the following when converting a flat mode STP/RSTP switch to MSTP:

e Making a backup copy of the switch boot.cfg file before changing the protocol to MSTP is highly
recommended. Having a backup copy makes it easier to revert to the non-MSTP configuration. Once
MSTP is active, commands are written in their explicit form and not compatible with previous releases
of Spanning Tree.

e When converting multiple switches, change the protocol to MSTP first on every switch before starting
to configure Multiple Spanning Tree Instances (MSTI).

e Once the protocol is changed, MSTP features are available for configuration. Multiple Spanning Tree
Instances (MSTI) are now configurable for defining data paths for VLAN traffic. See “How MSTP
Works” on page 6-12 for more information.

e Using explicit Spanning Tree commands to define the MSTP configuration is required. Implicit
commands are for configuring STP and RSTP. See “Using Spanning Tree Configuration Commands”
on page 6-26 for more information.
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e STP and RSTP use a 16-bit port path cost (PPC) and MSTP uses a 32-bit PPC. When the protocol is
changed to MSTP, the bridge priority and PPC values for the flat mode CIST instance are reset to their
default values.

e It is possible to configure the switch to use 32-bit PPC value for all protocols (see the spantree path-
cost-mode command page for more information). If this is the case, then the PPC for the CIST is not
reset when the protocol is changed to/from MSTP.

e This implementation of MSTP is compliant with the IEEE 802.1Q 2005 standard and thus provides
interconnectivity with MSTP compliant systems.

Migrating from Per-VLAN Mode to Flat Mode MSTP

As previously described, the per-VLAN mode is an OmniSwitch proprietary implementation that applies
one Spanning Tree instance to each VLAN. For example, if five VLANS exist on the switch, then their are
five Spanning Tree instances active on the switch, unless Spanning Tree is disabled on one of the VLANS.

Note the following when converting a per-VLAN mode STP/RSTP switch to flat mode MSTP:

e Making a backup copy of the switch boot.cfg file before changing the protocol to MSTP is highly
recommended. Having a backup copy makes it easier to revert to the non-MSTP configuration. Once
MSTP is active, commands are written in their explicit form and not compatible with previous releases
of Spanning Tree.

e Using MSTP requires changing the switch mode from per-VLAN to flat. When the mode is changed
from per-VLAN to flat, ports still retain their VLAN associations but are now part of a single, flat
mode Spanning Tree instance that spans across all VLANSs. As a result, a path that was forwarding
traffic in the per-VLAN mode transitions to a blocking state after the mode is changed to flat.

e Once the protocol is changed, MSTP features are available for configuration. Multiple Spanning Tree
Instances (MSTI) are now configurable for defining data paths for VLAN traffic. See “How MSTP
Works” on page 6-12 for more information.

e Note that STP/RSTP use a 16-bit port path cost (PPC) and MSTP uses a 32-bit PPC. When the
protocol is changed to MSTP, the bridge priority and PPC values for the flat mode CIST instance are
reset to their default values.

e |tis possible to configure the switch to use 32-bit PPC value for all protocols (see the spantree path-
cost-mode command page for more information). If this is the case, then the PPC for the CIST is not
reset when the protocol is changed to/from MSTP.

e This implementation of MSTP is compliant with the IEEE 802.1Q 2005 standard and thus provides
interconnectivity with MSTP compliant systems.
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Spanning Tree Operating Modes

The switch can operate in one of two Spanning Tree modes: flat and per-VLAN. Both modes apply to the
entire switch and determine whether a single Spanning Tree instance is applied across multiple VLANs
(flat mode) or a single instance is applied to each VLAN (per-VLAN mode). A switch runs on the default
mode when it is first turned on.

Use the spantree mode command to select the Flat or Per-VLAN Spanning Tree mode.The switch
operates in one mode or the other, however, it is not necessary to reboot the switch when changing modes.

Using Flat Spanning Tree Mode
Before selecting the flat Spanning Tree mode, consider the following:

e |f STP (802.1D) is the active protocol, then there is one Spanning Tree instance for the entire switch;
port states are determined across VLANSs. If MSTP (802.15s) is the active protocol, then multiple
instances up to a total of 17 are allowed. Port states, however, are still determined across VLANS.

e Multiple connections between switches are considered redundant paths even if they are associated with
different VLANS.

e Spanning Tree parameters are configured for the single flat mode instance. For example, if Spanning
Tree is disabled on VLAN 1, then it is disabled for all VLANSs. Disabling STP on any other VLAN,
however, only exclude ports associated with that VLAN from the Spanning Tree Algorithm.

¢ Fixed (untagged) and 802.1Q tagged ports are supported in each VLAN. BPDU, however, are always
untagged.

e When the Spanning Tree mode is changed from per-VLAN to flat, ports still retain their VLAN
associations but are now part of a single Spanning Tree instance that spans across all VLANs. As a
result, a path that was forwarding traffic in the per-VLAN mode can transition to a blocking state after
the mode is changed to flat.

To change the Spanning Tree operating mode to flat, enter the following command:
-> spantree mode flat

The following diagram shows a flat mode switch with STP (802.1D) as the active protocol. All ports,
regardless of their default VLAN configuration or tagged VLAN assignments, are considered part of one
Spanning Tree instance. To see an example of a flat mode switch with MSTP (802.15s) as the active
protocol, see “MST General Overview” on page 6-12.
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Flat STP

Switch Port 1/2
e Default VLAN 5

VLAN 10 (tagged)

Port 8/3 Port 10/5 Port 2/5
Default VLAN 2 Default VLAN 20  Default VLAN 5
VLAN 6 (tagged)

Flat Spanning Tree Example

In the above example, if port 8/3 connects to another switch and port 10/5 connects to that same switch,
the Spanning Tree Algorithm would detect a redundant path and transition one of the ports into a blocking
state. The same holds true for the tagged ports.

Using Per-VLAN Spanning Tree Mode
Before selecting the Per-VLAN Spanning Tree operating mode, consider the following:

e A single Spanning Tree instance is enabled for each VLAN configured on the switch. For example, if
there are five VLANS configured on the switch, then there are five separate Spanning Tree instances,
each with its own root VLAN. In essence, a VLAN is a virtual bridge. The VLAN has its own bridge
ID and configurable STP parameters, such as protocol, priority, hello time, max age, and forward
delay.

e Port state is determined on a per VLAN basis. For example, port connections in VLAN 10 are only
examined for redundancy within VLAN 10 across all switches. If a port in VLAN 10 and a port in
VLAN 20 both connect to the same switch within their respective VLANS, they are not considered
redundant data paths and STP does not block them. However, if two ports within VLAN 10 both
connect to the same switch, then the STP transition one of these ports to a blocking state.

¢ Fixed (untagged) ports participate in the single Spanning Tree instance that applies to their configured
default VLAN.

e 802.1Q tagged ports participate in an 802.1Q Spanning Tree instance that allows the Spanning Tree to
extend across tagged VLANS. As a result, a tagged port can participate in more than one Spanning Tree
instance; one for each VLAN that the port carries.

e If a VLAN contains both fixed and tagged ports, then a hybrid of the two Spanning Tree instances
(single and 802.1Q) is applied. If a VLAN appears as a tag on a port, then the BPDU for that VLAN
are also tagged. However, if a VLAN appears as the configured default VLAN for the port, then BPDU
are not tagged and the single Spanning Tree instance applies.

To change the Spanning Tree operating mode to per-VLAN, enter the following command:

-> spantree mode per-vlan
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The following diagram shows a switch running in the per-VLAN Spanning Tree mode and shows
Spanning Tree participation for both fixed and tagged ports.

STP 2 STP 3
STP 4
Switch
Port 1/3 Port 1/5
Default VLAN 5 Default VLAN 10
VLAN 2 (tagged)
Port 2/5
Port 2/3
Default VLAN 2
Default VLAN 5 VLAN 10 (tagged)
Port 1/4 Port 2/4

Default VLAN 2 Default VLAN 2
Per VLAN (single and 802.1Q) Spanning Tree Example

In the above example, STP2 is a single Spanning Tree instance since VLAN 5 contains only fixed ports.
STP 3 and STP 4 are a combination of single and 802.1Q Spanning Tree instances because VLAN 2
contains both fixed and tagged ports. On ports where VLAN 2 is the default VLAN, BPDU are not tagged.
on ports where VLAN 2 is a tagged VLAN, BPDU are also tagged.

Using Per-VLAN Spanning Tree Mode with PVST+

In order to interoperate with Cisco's proprietary Per Vlan Spanning Tree (PVST+) mode, the OmniSwitch
per-VLAN Spanning Tree mode allows OmniSwitch ports to transmit and receive either the standard
IEEE BPDUs or Cisco's proprietary PVST+ BPDUs. When the PVST+ mode is enabled, a user port
operates in the default mode initially until it detects a PVST+ BPDU, which automatically enables the port
to operate in the Cisco PVST+ compatible mode.

The PVST+ compatibility mode allows OmniSwitch ports to operate in the per-VLAN mode when
connected to another OmniSwitch or in the Cisco PVST+ mode when connected to a Cisco switch. As a
result, both the OmniSwitch per-VLAN and Cisco PVST+ modes can co-exist on the same OmniSwitch
and interoperate correctly with a Cisco switch using the standard Spanning Tree protocols (STP or RSTP).

Note. In the flat Spanning Tree mode, both the OmniSwitch and Cisco switches can interoperate seamlessly
using the standard MSTP protocol.
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OmniSwitch PVST+ Interoperability

Native VLAN and OmniSwitch Default VLAN

Cisco uses the standard IEEE BPDU format for the native VLAN (VLAN 1) over an 802.1Q trunk. Thus,
by default the Common Spanning Tree (CST) instance of the native VLAN 1 for all Cisco switches and
the STP instance for the default VLAN of a port on an OmniSwitch interoperates and successfully creates
a loop-free topology.

802.1Q Tagged VLANSs

For 802.1Q tagged VLANS, Cisco uses a proprietary frame format which differs from the standard IEEE
BPDU format used by the OmniSwitch per-VLAN mode, thus preventing Spanning Tree topologies for
tagged VLANSs from interoperating over the 802.1Q trunk.

In order to interoperate with Cisco PVST+ mode, the current OmniSwitch per-VLAN mode has an option
to recognize Cisco's proprietary PVST+ BPDUSs. This allows any user port on an OmniSwitch to send and
receive PVST+ BPDUSs, so that loop-free topologies for the tagged VLANS can be created between
OmniSwitch and Cisco switches.

Configuration Overview

The spantree pvst+compatibility command is used to enable or disable the PVST+ interoperability mode
globally for all switch ports and link aggregates or on a per-port/link aggregate basis. By default, PVST+
compatibility is disabled.

To globally enable or disable PVST+ interoperability, enter the following commands:

-> spantree pvst+compatibility enable
-> spantree pvst+compatibility disable

To enable or disable PVST+ interoperability for a specific port or link aggregate, use the spantree
pvst+compatibility command with the port or linkagg parameter. For example:

-> spantree pvst+compatibility port 1/3 enable
-> spantree pvst+compatibility port 2/24 disable
-> spantree pvst+compatibility linkagg 3 enable
-> spantree pvst+compatibility linkagg 10 disable

The following causes a port to exit from the enabled state:

¢ The link status of the port changes.

¢ The administrative status of the port changes.

e The PVST+ status of the port is disabled or set to auto.
To configure a port or link aggregate to automatically detect

The spantree pvst+compatibility command also provides an auto option to configure the port to handle
IEEE BPDUs initially (i.e., disable state). Once a PVST+ BPDU is received, it handles the PVST+
BPDUs and IEEE BPDUs for a Cisco native VLAN. For example:

-> spantree pvst+compatibility port 1/3 auto
-> spantree pvst+compatibility linkagg 3 auto
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The following show command displays the PVST+ status.

-> show spantree mode
Spanning Tree Global Parameters

Current Running Mode : per-vlan,
Current Protocol : N/A (Per VLAN),
Path Cost Mode - 32 BIT,

Auto Vlan Containment : N/A

Cisco PVST+ mode : Enabled

Vlan Consistency check: Disabled

BPDU Processing in PVST+ Mode

An OmniSwitch port operating in PVST+ mode processes BPDUs as follows:

If the default VLAN of a port is VLAN 1 then:

Send and receive IEEE untagged BPDUs for VLAN 1
Don't send and receive PVST+ tagged BPDUs for VLAN 1
Send and receive tagged PVST+ BPDUSs for other tagged VLANS.

If the default VLAN of a port is not VLAN 1 then:

Send and receive IEEE untagged BPDUs for VLAN 1

Don't send and receive PVST+ tagged BPDUs for VLAN 1

Send and receive untagged PVST+ BPDUs for the port's default VLAN
Send and receive tagged PVST+ BPDUs for other tagged VLANS

Recommendations and Requirements for PVST+ Configurations

It is mandatory that all the Cisco switches have the MAC Reduction Mode feature enabled in order to
interoperate with an OmniSwitch in PVST+ mode. This avoids any unexpected election of a root
bridge.

You can assign the priority value only in the multiples of 4096 to be compatible with the Cisco MAC
Reduction mode; any other values result in an error message. Also, the existing per vlan priority values
are restored when changing from PVST+ mode back to per-VLAN mode. For more information on
priority, refer to “Configuring the Bridge Priority” on page 6-28.

In a mixed OmniSwitch and Cisco environment, it is highly recommended to enable PVST+ mode on
all OmniSwitches in order to maintain the same root bridge for the topology. It is possible that the new
root bridge might be elected as a result of inconsistencies of MAC reduction mode when connecting an
OmniSwitch that does not support Cisco PVST+ mode to an OmniSwitch with the PVST+ mode
enabled. In this case, the root bridge priority must be changed manually to maintain the same root
bridge. For more information on priority, refer to “Configuring the Bridge Priority” on page 6-28.

A Cisco switch running in PVST mode (another Cisco proprietary mode prior to 802.1q standard) is
not compatible with an OmniSwitch running in per-VLAN PVST+ mode.

Both Cisco and OmniSwitch support two default path cost modes; long or short. It is recommended
that the same default path cost mode be configured in the same way on all switches so that the path
costs for similar interface types are consistent when connecting ports between OmniSwitch and Cisco
Switches. For more information on path cost mode, refer to “Configuring the Path Cost Mode” on
page 6-31.
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¢ Dynamic aggregate link (LACP) functions properly between OmniSwitch and Cisco switches. The
Cisco switches send the BPDUs only on one physical link of the aggregate, similar to the OmniSwitch
Primary port functionality. The path cost assigned to the aggregate link is not the same between
OmniSwitch and Cisco switches since vendor-specific formulas are used to derive the path cost.
Manual configuration is recommended to match the Cisco path cost assignment for an aggregate link.
For more information on the configuration of path cost for aggregate links, refer to “Path Cost for Link

Aggregate Ports” on page 6-38.

The table below shows the default Spanning Tree values.

Parameters OmniSwitch Cisco

Mac Reduction Mode Enabled Disabled

Bridge Priority 32768 32768

Port Priority 128 32 (catOS) / 128 (10S)

Port Path Cost

IEEE Port Speed Table

IEEE Port Speed Table

Aggregate Path Cost

Proprietary Table

Avg Path Cost / NumPorts

Default Path Cost Mode

Short (16-bit)

Short (16-bit)

Max Age 20 20
Hello Time 2 2
Forward Delay Time 15 15

Default Protocol

RSTP (1w) Per Vlan

PVST+ (1d) Per Switch
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Using Spanning Tree Configuration Commands

The OmniSwitch Spanning Tree implementation uses commands that contain one of the following
keywords to specify the type of Spanning Tree instance to modify:

e cist — command applies to the Common and Internal Spanning Tree instance. The CIST is the single
Spanning Tree flat mode instance that is available on all switches. When using STP or RSTP, the CIST
is also known as instance 1 or bridge 1.

e msti — command applies to the specified Multiple Spanning Tree Instance. When using MSTP
(802.1s), the CIST instance is also known as MSTI 0.

¢ vlan — command applies to the specified VLAN instance.

These commands (referred to as explicit commands) allow the configuration of a particular Spanning Tree
instance independent of which mode and/or protocol is currently active on the switch. The configuration,
however, does not go active until the switch is changed to the appropriate mode. For example, if the
switch is running in the per-VLAN mode, the following explicit command changes the MSTI 3 priority to
12288:

-> spantree msti 3 priority 12288

Even though the above command is accepted in the per-VLAN mode, the new priority value does not take
effect until the switch mode is changed to flat mode.

Note. When a snapshot is taken of the switch configuration, the explicit form of all Spanning Tree
commands is captured. For example, if the priority of MSTI 2 was changed from the default value to a
priority of 16384, then spantree msti 2 priority 16384 is the command captured to reflect this in the
snapshot file. In addition, explicit commands are captured for both flat and per-VLAN mode
configurations.

Configuring STP Bridge Parameters

The Spanning Tree software is active on all switches by default and uses default bridge and port parameter
values to calculate a loop free topology. It is only necessary to configure these parameter values if it is
necessary to change how the topology is calculated and maintained.

Note the following when configuring Spanning Tree bridge parameters:

e When a switch is running in the per-VLAN Spanning Tree mode, each VLAN is in essence a virtual
bridge with its own Spanning Tree instance and configurable bridge parameters.

e When the switch is running in the flat mode and STP (802.1D) or RSTP (802.1w) is the active
protocol, bridge parameter values are only configured for the flat mode instance.

e If MSTP (802.1s) is the active protocol, then the priority value is configurable for each Multiple
Spanning Tree Instance (MSTI). All other parameters, however, are still only configured for the flat
mode instance and are applied across all MSTIs.

e Bridge parameter values for a VLAN instance are not active unless Spanning Tree is enabled on the
VLAN and at least one active port is assigned to the VLAN. Use the spantree vlan admin-state
command to enable or disable a VLAN Spanning Tree instance.
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e If Spanning Tree is disabled on a VLAN, active ports associated with that VLAN are excluded from
Spanning Tree calculations and remain in a forwarding state.

¢ Note that when a switch is running in the flat mode, disabling Spanning Tree on VLAN 1 disables the
instance for all VLANSs and all active ports are then excluded from any Spanning Tree calculations and
remain in a forwarding state.

The following is a summary of Spanning Tree bridge configuration commands. For more information
about these commands, see the OmniSwitch AOS Release 8 CLI Reference Guide.

Commands Used for ...

spantree protocol Configuring the protocol for the flat mode CIST instance or a per-
VLAN mode VLAN instance.

spantree priority Configuring the priority value for the flat mode CIST instance, a

Multiple Spanning Tree Instance (MSTI), or a per-VLAN mode
VLAN instance.

spantree hello-time Configuring the hello time value for the flat mode CIST instance or
a per-VLAN mode VLAN instance.

spantree max-age Configuring the maximum age time value for the flat mode CIST
instance or a per-VLAN mode VLAN instance.

spantree forward-delay Configuring the forward delay time value for the flat mode CIST
instance or a per-VLAN mode VLAN instance.

spantree bpdu-switching Configuring the BPDU switching status for a VLAN.

spantree path-cost-mode Configuring the automatic selection of a 16-bit path cost for STP/

RSTP ports and a 32-bit path cost for MSTP ports or sets all path
costs to use a 32-bit value.

spantree auto-vlan- Enables or disables Auto VLAN Containment (AVC) for 802.1s
containment instances.

spantree pvst+compatibility ~ Enables or disables PVST+ mode on the switch.

The following sections provide information and procedures for using the bridge configuration commands
and also includes command examples.

Selecting the Spantree Protocol

The switch supports three Spanning Tree protocols: STP, RSTP (the default), MSTP. To configure the
Spanning Tree protocol for a VLAN instance regardless of which mode (per-VLAN or flat) is active for
the switch, use the spantree protocol command with the vlan parameter. For example, the following
command changes the protocol to RSTP for VLAN 455:

-> spantree vlan 455 protocol rstp

Note. When configuring the protocol value for a VLAN instance, MSTP is not an available option. This
protocol is only supported on the flat mode instance.
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To configure the protocol for the flat mode CIST instance, use either the spantree protocol command or
the spantree protocol command with the cist parameter. Note that both commands are available when the
switch is running in either mode (per-VLAN or flat). For example, the following commands configure the
protocol for the flat mode instance to MSTP:

-> spantree cist protocol mstp
-> spantree protocol mstp

Configuring the Bridge Priority
A bridge is identified within the Spanning Tree by its bridge ID (an eight byte hex number). The first two
bytes of the bridge ID contain a priority value and the remaining six bytes contain a bridge MAC address.

The bridge priority is used to determine which bridge serves as the root of the Spanning Tree. The lower
the priority value, the higher the priority. If more than one bridge have the same priority, then the bridge
with the lowest MAC address becomes the root.

Note. Configuring a Spanning Tree bridge instance with a priority value that causes the instance to become
the root is recommended, instead of relying on the comparison of switch base MAC addresses to determine
the root.

If the switch is running in the per-VLAN Spanning Tree mode, then a priority value is assigned to each
VLAN instance. If the switch is running in the flat Spanning Tree mode, the priority is assigned to the flat
mode instance or a Multiple Spanning Tree Instance (MSTI). In both cases, the default priority value is
assigned. Note that priority value for an MSTI must be a multiple of 4096.

To change the bridge priority value for a VLAN instance regardless of which mode (per-VLAN or flat) is
active for the switch, use the spantree priority command with the vlan parameter. For example, the
following command changes the priority for VLAN 455 to 25590:

-> spantree vlan 455 priority 25590

Note. If PVST+ mode is enabled on the switch, then the priority values can be assigned only in the
multiples of 4096 to be compatible with the Cisco MAC Reduction mode; any other values result in an
error message.

To change the bridge priority value for the flat mode CIST instance, use either the spantree priority
command or the spantree priority command with the cist parameter. Note that both commands are
available when the switch is running in either mode (per-VLAN or flat). For example, the following
commands change the bridge priority value for the flat mode instance to 12288:

-> spantree cist priority 12288
-> spantree priority 12288

The bridge priority value is also configurable for a Multiple Spanning Tree Instance (MSTI). To configure
this value for an MSTI, use the spantree priority command with the msti parameter and specify a priority
value that is a multiple of 4096. For example, the following command configures the priority value for
MSTI 10 to 61440:

-> spantree msti 10 priority 61440
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Configuring the Bridge Hello Time

The bridge hello time interval is the number of seconds a bridge waits between transmissions of
Configuration BPDU. When a bridge is attempting to become the root or if it has become the root or a
designated bridge, it sends Configuration BPDU out all forwarding ports once every hello time value.

The hello time propagated in a root bridge Configuration BPDU is the value used by all other bridges in
the tree for their own hello time. Therefore, if this value is changed for the root bridge, all other bridges
associated with the same STP instance adopt this value as well.

Note. Lowering the hello time interval improves the robustness of the Spanning Tree algorithm. Increasing
the hello time interval lowers the overhead of Spanning Tree processing.

If the switch is running in the per-VLAN Spanning Tree mode, then a hello time value is defined for each
VLAN instance. If the switch is running in the flat Spanning Tree mode, then a hello time value is defined
for the single flat mode instance. In both cases, the default hello time value is used.

To change the bridge hello time value for a VLAN instance regardless of which mode (per-VLAN or flat)
is active for the switch, use the spantree hello-time command with the vlan parameter. For example, the
following command changes the hello time for VLAN 455 to 5 seconds:

-> spantree vlan 455 hello-time 5

To change the bridge hello time value for the flat mode CIST instance, use either the spantree hello-time
command or the spantree hello-time command with the cist parameter. Note that both commands are
available when the switch is running in either mode (per-VLAN or flat). For example, the following
commands change the hello time value for the flat mode instance to 10:

-> spantree hello-time 10
-> spantree cist hello-time 10

Note that the bridge hello time is not configurable for Multiple Spanning Tree Instances (MSTI). These
instances inherit the hello time from the flat mode instance (CIST).

Configuring the Bridge Max-Age Time

The bridge max-age time specifies how long, in seconds, the bridge retains Spanning Tree information it
receives from Configuration BPDU. When a bridge receives a BPDU, it updates its configuration
information and the max age timer is reset. If the max age timer expires before the next BPDU is received,
the bridge attempts to become the root, designated bridge, or change its root port.

The max-age time propagated in a root bridge Configuration BPDU is the value used by all other bridges
in the tree for their own max-age time. Therefore, if this value is changed for the root bridge, all other
VLANSs associated with the same instance adopt this value as well.

If the switch is running in the per-VLAN Spanning Tree mode, then a max-age time value is defined for
each VLAN instance. If the switch is running in the flat Spanning Tree mode, then the max-age value is
defined for the flat mode instance. In both cases, the default max-age time is used.

Note. Configuring a low max-age time can cause Spanning Tree to reconfigure the topology more often.

To change the bridge max-age time value for a VLAN instance regardless of which mode (per-VLAN or
flat) is active for the switch, use the spantree max-age command with the vlan parameter. For example,
the following command changes the max-age time for VLAN 455 to 10 seconds:

-> spantree vlan 455 max-age 10
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To change the max-age time value for the flat mode CIST instance, use either the spantree max-age
command or the spantree max-age command with the cist parameter. Note that both commands are
available when the switch is running in either mode (per-VLAN or flat). For example, the following
commands change the max-age time value for the flat mode instance to 10:

-> spantree max-age 10
-> spantree cist max-age 10

Note. The max-age time is not configurable for Multiple Spanning Tree Instances (MSTI). These instances
inherit the max-age time from the flat mode instance (CIST).

Configuring the Forward Delay Time for the Switch

The bridge forward delay time specifies how long, in seconds, a port remains in the learning state while it
is transitioning to a forwarding state. In addition, when a topology change occurs, the forward delay time

value is used to age out all dynamically learned addresses in the MAC address forwarding table. For more
information about the MAC address table, see Chapter 3, “Managing Source Learning.”

The forward delay time propagated in a root bridge Configuration BPDU is the value used by all other
bridges in the tree for their own forward delay time. Therefore, if this value is changed for the root bridge,
all other bridges associated with the same instance adopt this value as well.

If the switch is running in the per-VLAN Spanning Tree mode, then a forward delay time value is defined
for each VLAN instance. If the switch is running in the flat Spanning Tree mode, then the forward delay
time value is defined for the flat mode instance. In both cases, the default forward delay time is used.

Note. Specifying a low forward delay time can cause temporary network loops, because packets can get
forwarded before Spanning Tree configuration or change notices have reached all nodes in the network.

To change the bridge forward delay time value for a VLAN instance regardless of which mode (per-
VLAN or flat) is active for the switch, use the spantree forward-delay command with the vlan
parameter. For example, the following command changes the forward delay time for VLAN 455 to 10
seconds:

-> spantree vlan 455 forward-delay 10

To change the forward-delay time value for the flat mode CIST instance, use either the spantree forward-
delay command or the spantree forward-delay command with the cist parameter. Note that both
commands are available when the switch is running in either mode (per-VLAN or flat). For example, the
following commands change the forward-delay time value for the flat mode instance to 10:

-> spantree forward-delay 10
-> spantree cist forward-delay 10

Note. The forward delay time is not configurable for Multiple Spanning Tree Instances (MSTI). These
instances inherit the forward delay time from the flat mode instance (CIST).

Enabling/Disabling the VLAN BPDU Switching Status

BPDU are not switched on ports associated with VLANS that have Spanning Tree disabled. This can result
in a network loop if the VLAN has redundant paths to one or more other switches. Allowing VLANS that
have Spanning Tree disabled to forward BPDU to all ports in the VLAN, can help to avoid this problem.

OmniSwitch AOS Release 8 Network Configuration Guide  April 2018 page 6-30



Configuring Spanning Tree Parameters Configuring STP Bridge Parameters

To enable or disable the switching of Spanning Tree BPDU for all VLAN and CIST instances when the
switch is running in the per-VLAN mode, use the spantree bpdu-switching command:

-> spantree bpdu-switching enable
-> spantree bpdu-switching disable

To enable or disable the switching of Spanning Tree BPDU for only the CIST instance when the switch is
running in the flat mode, use the spantree bpdu-switching command:

-> spantree cist bpdu-switching enable
-> spantree cist bpdu-switching disable

To enable or disable BPDU switching on a VLAN, use the vlan parameter along with spantree bpdu-
switching command. For example, the following commands enable BPDU switching on VLAN 10 and
disable it on VLAN 20:

-> gpantree vlan 10 bpdu-switching enable
-> spantree vlan 20 bpdu-switching disable

Note. Disabling BPDU switching on a Spanning Tree disabled VLAN must not cause network loops to go
undetected.

Configuring the Path Cost Mode

The path cost mode controls whether the switch uses a 16-bit port path cost (PPC) or a 32-bit PPC. When
a 32-bit PPC switch connects to a 16-bit PPC switch, the 32-bit switch has a higher PPC value that
advertises an inferior path cost to the 16-bit switch. In this case, it is desirable to set the 32-bit switch to
use STP or RSTP with a 16-bit PPC value.

The path cost mode is automatically set to use a 16-bit value for all ports that are associated with an STP
instance or an RSTP instance and a 32-bit value for all ports associated with an MSTP value. It is also
possible to set the path cost mode to always use a 32-bit regardless of which protocol is active.

To change the path cost mode, use the spantree path-cost-mode command and specify either auto (uses
PPC value based on protocol) or 32bit (always use a 32-bit PPC value). For example, the following
command changes the default path cost mode from auto to 32-bit:

-> spantree path-cost-mode 32bit

Note. Cisco supports two default path cost modes: long or short just like in OmniSwitch per-VLAN
implementation. If you have configured PVST+ mode in the OmniSwitch, it is recommended that the same
default path cost mode must be configured in the same way in all the switches, so that, the path costs for
similar interface types are consistent when connecting ports between OmniSwitch and Cisco switches.

Using Automatic VLAN Containment

In a Multiple Spanning Tree (MST) configuration, it is possible for a port that belongs to a VLAN that is
not a member of an instance to become the root port for that instance. This can cause a topology change
that could lead to a loss of connectivity between VLANSs/switches. Enabling Automatic VLAN
Containment (AVC) helps to prevent this from happening by making such a port an undesirable choice for
the root.
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When AVC is enabled, it identifies undesirable ports and automatically configures them with an infinite
path cost value. For example, in the following diagram a link exists between VLAN 2 on two different
switches. The ports that provide this link belong to default VLAN 1 but are tagged with VLAN 2. In
addition, VLAN 2 is mapped to MSTI 1 on both switches.

412 5/1
802.1q tag
MSTI-1 —— VLAN 2 VLAN 2 —— MSTI-1

VLAN 1

In the above diagram, port 4/2 is the Root port and port 5/1 is a Designated port for MSTI 1. AVC is not

enabled. If another link with the same speed and lower port numbers is added to default VLAN 1 on both
switches, the new link becomes the root for MSTI 1 and the tagged link between VLAN 2 is blocked, as

shown below:

31 2/1

VLAN 1

i
4 51
MSTI-1 — | VLAN 2 802.1q tag VLAN 2 | MSTI-

If AVC was enabled in the above example, AVC would have assigned the new link an infinite path cost
value that would make this link undesirable as the root for MSTI 1.

Balancing VLANSs across links according to their Multiple Spanning Tree Instance (MST]I) grouping is
highly recommended to ensure that there is not a loss of connectivity during any possible topology
changes. Enabling AVC on the switch is another way to prevent undesirable ports from becoming the root
for an MSTI.

To change the default status of the AVC on the switch and to globally enable this feature for all MSTIs,
use the spantree auto-vlan-containment command. Once AVC is globally enabled, then it is possible to
disable AVC for individual MSTIs using the same command. For example, the following commands
globally enable AVC and then disable it for MSTI 10:

-> spantree auto-vlan-containment enable
-> spantree msti 10 auto-vlan-containment disable

Note. An administratively set port path cost takes precedence and prevents AVC configuration of the path
cost. The exception to this is if the port path cost is administratively set to zero, which resets the path cost to
the default value. In addition, AVC does not have any effect on root bridges.
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Configuring STP Port Parameters

The following sections provide information and procedures for using CLI commands to configure STP
port parameters. These parameters determine the behavior of a port for a specific Spanning Tree instance.

When a switch is running in the per-VLAN STP mode, each VLAN is in essence a virtual STP bridge with
its own STP instance and configurable parameters. To change STP port parameters while running in this

mode, a VLAN ID is specified to identify the VLAN STP instance associated with the specified port.
When a switch is running in the flat Spanning Tree mode, VLAN 1 is specified for the VLAN ID.

Only bridged ports participate in the Spanning Tree Algorithm. A port is considered bridged if it meets all

the following criteria:

e Port is either a fixed (non-mobile) port, an 802.1Q tagged port, or a link aggregate logical port.

e Spanning tree is enabled on the port.

e Portisassigned to a VLAN that has Spanning Tree enabled.

e Port state (forwarding or blocking) is dynamically determined by the Spanning Tree Algorithm, not

manually set.

The following is a summary of Spanning Tree port configuration commands. For more information about
these commands, see the OmniSwitch AOS Release 8 CLI Reference Guide.

Commands

Used for ...

spantree cist

Configuring the port Spanning Tree status for the single flat mode
instance.

spantree vlan

Configuring the port Spanning Tree status for a VLAN instance.

spantree priority

Configuring the priority value for the flat mode CIST instance, a
Multiple Spanning Tree Instance (MSTI), or a per-VLAN mode
VLAN instance.

spantree loop-guard

Enables or disables the STP loop-guard on a port or link aggregate.

spantree cist path-cost

Configuring the port path cost value for the single flat mode
instance.

spantree msti path-cost

Configuring the port path cost value for a Multiple Spanning Tree
Instance (MSTI).

spantree vlan path-cost

Configuring the port path cost value for a VLAN instance.

spantree cist mode

Configuring the port Spanning Tree mode (dynamic or manual) for
the single flat mode instance.

spantree loop-guard

Configuring the port Spanning Tree mode (dynamic or manual) for
a VLAN instance.

spantree cist connection

Configuring the port connection type for the single flat mode
instance.

spantree vlan connection

Configuring the port connection type for a VLAN instance.

spantree cist admin-edge

Configures the connection type for a port or an aggregate of ports
for the flat mode Common and Internal Spanning Tree (CIST).

spantree vlan admin-edge

Configures the connection type for a port or an aggregate of ports
for a per-VLAN mode VLAN instance.
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Commands Used for ...

spantree cist auto-edge Configures a port or an aggregate of ports for the flat mode
Common and Internal Spanning Tree (CIST) as an edge port,
automatically.

spantree vlan auto-edge Configures a port or an aggregate of ports for the per-VLAN mode
VLAN instance as an edge port, automatically.

spantree cist restricted-role Configures the restricted role status for a port or an aggregate of
ports for the flat mode Common and Internal Spanning Tree
(CIST) as a restricted role port.

spantree vlan restricted-role Configures a port or an aggregate of ports for the per-VLAN mode
VLAN instance as a restricted role port.

spantree cist restricted-tcn Configures a port or an aggregate of ports for the flat mode
Common and Internal Spanning Tree (CIST) to support the
restricted TCN capability.

spantree vlan restricted-tcn Configures a port or an aggregate of ports for the per-VLAN mode
VLAN instance to support the restricted TCN capability.

spantree cist txholdcount Limits the transmission of BPDU through a given port for the flat
mode Common and Internal Spanning Tree (CIST).

spantree vlan txholdcount Limits the transmission of BPDU through a given port for the per-
VLAN mode VLAN instance.

spantree pvst+compatibility Configures the type of BPDU to be used on a port when PVST+
mode is enabled.

The following sections provide information and procedures for using Spanning Tree port configuration
commands and also includes command examples.

Enabling/Disabling Spanning Tree on a Port

Spanning Tree is automatically enabled on all eligible ports. When Spanning Tree is disabled on a port,
the port is put in a forwarding state for the specified instance. For example, if a port is associated with

both VLAN 10 and VLAN 20 and Spanning Tree is disabled on the port for VLAN 20, the port state is set

to forwarding for VLAN 20. However, the VLAN 10 instance still controls the port state as it relates to
VLAN 10. This example assumes the switch is running in the per-VLAN Spanning Tree mode.

If the switch is running in the flat Spanning Tree mode, then disabling the port Spanning Tree status
applies across all VLANSs associated with the port. The flat mode instance is specified as the instance
associated with the port, even if the port is associated with multiple VLANS.

To change the port Spanning Tree status for a VLAN instance regardless of which mode (per-VLAN or
flat) is active for the switch, use the spantree vlan command. For example, the following commands
enable Spanning Tree on port 8/1 for VLAN 10 and disable STP on port 6/2 for VLAN 20:

-> gpantree vlan 10 port 8/1 enable
-> gpantree vlan 20 port 6/2 disable
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To change the port Spanning Tree status for the flat mode instance, use the spantree cist command. Note
that this command is available when the switch is running in either mode (per-VLAN or flat). For
example, the following command disables the Spanning Tree status on port 1/24 for the flat mode
instance:

-> spantree cist port 1/24 disable

Spanning Tree on Link Aggregate Ports

Physical ports that belong to a link aggregate do not participate in the Spanning Tree Algorithm. Instead,
the algorithm is applied to the aggregate logical link (virtual port) that represents a collection of physical
ports.

To enable or disable the Spanning Tree status for a link aggregate, use the spantree vlan or spantree cist
commands described above but specify a link aggregate control (ID) number instead of a slot and port. For
example, the following command disables Spanning Tree for the link aggregate 10 association with
VLAN 755:

-> spantree vlan 755 linkagg 10 disable

For more information about configuring an aggregate of ports, see Chapter 9, “Configuring Static Link
Aggregation,” and Chapter 10, “Configuring Dynamic Link Aggregation.”

Enabling/Disabling Loop-guard

By default, loop-guard is disabled on ports associated with VLANSs that have Spanning Tree enabled. This
feature, when enabled prevents inconsistencies that cause network loops.

Use the spantree loop-guard command to enable or disable loop-guard on a port or link aggregate. For
example, the following commands enable and disable loop-guard on port 1/2 of chassis 1:

-> spantree port 1/1/2 loop-guard enable
-> spantree port 1/1/2 loop-guard disable

To enable or disable loop-guard on a link aggregate:

-> spantree linkagg 1 loop-guard enable
-> spantree linkagg 1 loop-guard disable

Note. Use the show spantree and related commands to view the loop-guard related information for per-
port, per-VLAN, CIST or MSTI instances.

Configuring Port Priority

A bridge port is identified within the Spanning Tree by its Port ID (a 16-bit or 32-bit hex number). The
first 4 bits of the Port ID contain a priority value and the remaining 12 bits contain the physical switch port
number. The port priority is used to determine which port offers the best path to the root when multiple
paths have the same path cost. The port with the highest priority (lowest numerical priority value) is
selected and the others are put into a blocking state. If the priority values are the same for all ports in the
path, then the port with the lowest physical switch port number is selected.

Spanning Tree is automatically enabled on a port and the default port priority value is set. If the switch is
running in the per-VLAN Spanning Tree mode, then the port priority applies to the specified VLAN
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instance associated with the port. If the switch is running in the flat Spanning Tree mode, then the port
priority applies across all VLANSs associated with the port. The flat mode instance is specified as the port
instance, even if the port is associated with multiple VLANS.

To change the port priority value for a VLAN regardless of which mode (per-VLAN or flat) is active for
the switch, use the spantree priority command with the vlan and port parameters. For example, the
following command sets the priority value as 3 for the port 10/1 association with VLAN ID 10:

-> spantree vlan 10 port 10/1 priority 3

To change the port priority value for the flat mode instance, use the spantree priority command with the
cist and port parameters. Note that this command is available when the switch is running in either per-
VLAN or flat mode. An instance number is not required. For example, the following command changes
the priority value for port 1/24 for the flat mode instance to 15:

-> spantree cist port 1/24 priority 15

The port priority value is also configurable for a Multiple Spanning Tree Instance (MSTI). To configure
this value for an MSTI, use the spantree priority command with the msti and port parameters. For
example, the following command configures the priority value for port 1/12 for MSTI 10 to 5:

-> spantree msti 10 port 1/12 priority 5

Note that configuring the port priority value for a MSTI is allowed in both modes (per-VLAN and flat)
only when the Spanning Tree protocol is set to MSTP.

Port Priority on Link Aggregate Ports

Physical ports that belong to a link aggregate do not participate in the Spanning Tree Algorithm. Instead,
the algorithm is applied to the aggregate logical link (virtual port) that represents a collection of physical
ports.

To change the priority for a link aggregate, use the spantree priority command with the cist, msti, or
vlan parameters, as described above but specify a link aggregate control number instead of a slot and port
number. For example, the following command sets the priority for the link aggregate 10 association with
VLAN 755 to 9:

-> spantree vlan 755 linkagg 10 priority 9

For more information about configuring an aggregate of ports, see Chapter 9, “Configuring Static Link
Aggregation,” and Chapter 10, “Configuring Dynamic Link Aggregation.”

Configuring Port Path Cost

The path cost value specifies the contribution of a port to the path cost towards the root bridge that
includes the port. The root path cost is the sum of all path costs along this same path and is the value
advertised in Configuration BPDU transmitted from active Spanning Tree ports. The lower the cost value,
the closer the switch is to the root.

The type of path cost value used depends on which path cost mode is active (automatic or 32-bit). If the
path cost mode is set to automatic, a 16-bit value is used when STP or RSTP is the active protocol and a
32-bit value is used when MSTP is the active protocol. If the mode is set to 32-bit, then a 32-bit path cost
value is used regardless of which protocol is active. See “Configuring the Path Cost Mode” on page 6-31
for more information.

If a 32-bit path cost value is in use and the path_cost is set to zero, the following IEEE 802.1t
recommended default path cost values based on link speed are used:
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Link Speed 32-bit Path Cost _ 32-bit Path Cost
Physical Port Link Aggregate (2/4/8/16 Port)
10 Mbps 2000000 1200000, 800000, 600000, 400000
100 Mbps 200000 120000, 80000, 60000, 40000
1G 20000 18000, 16000, 14000, 12000
2.5G 8000 7600, 7200, 6800, 6400
5G 4000 3800, 3600, 3400, 3200
10G 2000 1900, 1800, 1700, 1600
25G 800 780, 760, 740, 720
40G 500 480, 460, 440, 420
50G 400 380, 360, 340, 320
100G 200 180, 160, 140, 120

Is a 16-bit path cost value is in use and the path_cost is set to zero, the following IEEE 802.1D
recommended default path cost values based on link speed are used:

16-bit Path Cost

Link Speed Physical Port

16-bit Path Cost Link Aggregate (2/4/8/16 Port)

10 Mbps 100 60, 40, 30, 20
100 Mbps 12,9,7,5
1G 3
2.5G
5G
10G
25G
40G
50G
100G

IR
O

[HRNY SN RSN N Y CH BOVH I G N

3
2
1
1
1
1
1

Spanning Tree is automatically enabled on a port and the path cost is set to the default value. If the switch
is running in the per-VLAN Spanning Tree mode, then the port path cost applies to the specified VLAN
instance associated with the port. If the switch is running in the flat Spanning Tree mode, then the port
path cost applies across all VLANSs associated with the port. The flat mode instance is specified as the port
instance, even if the port is associated with other VLANS.

The spantree vlan path-cost command configures the port path cost value for a VLAN instance when the
switch is running in either mode (per-VLAN or flat). For example, the following command configures a
16-bit path cost value for port 8/1 for VLAN 10 to 19 (the port speed is 100 MB, 19 is the recommended
value):

-> gspantree vlan 10 port 8/1 path-cost 19
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To change the port path cost value for the flat mode instance regardless of which mode (per-VLAN or flat)
is active for the switch, use the spantree cist path-cost command. For example, the following command
configures a 32-bit path cost value for port 1/24 for the flat mode instance to 20,000 (the port speed is 1
GB, 20,000 is the recommended value):

-> spantree cist port 1/24 path-cost 20000

The port path cost value is also configurable for a Multiple Spanning Tree Instance (MSTI). To configure
this value for an MSTI, use the spantree msti path-cost command and specify the MSTI ID for the
instance number. For example, the following command configures the path cost value for port 1/12 for
MSTI 10 to 19:

-> spantree msti 10 port 1/12 path-cost 19

Note that configuring the port path cost value for a MST]I is allowed in both modes (per-VLAN and flat)
only when the Spanning Tree protocol is set to MSTP.

Path Cost for Link Aggregate Ports

Physical ports that belong to a link aggregate do not participate in the Spanning Tree Algorithm. Instead,
the algorithm is applied to the aggregate logical link (virtual port) that represents a collection of physical
ports. Spanning Tree is automatically enabled on the aggregate logical link and the path cost value is set to
the default value using the tables above.

To change the path cost value for a link aggregate, use the spantree cist path cost, spantree msti path
cost, or spantree vlan path cost command with the linkagg parameter and a link aggregate control (ID)
number. For example, the following command sets the path cost for link aggregate 10 associated with
VLAN 755 to 19:

-> spantree vlan 755 linkagg 10 path-cost 19

For more information about configuring an aggregate of ports, see Chapter 9, “Configuring Static Link
Aggregation,” and Chapter 10, “Configuring Dynamic Link Aggregation.”

Configuring Port Mode

There are two port modes supported: manual and dynamic. Manual mode indicates that the port was set by
the user to a forwarding or blocking state. The port operates in the state selected until the state is manually
changed again or the port mode is changed to dynamic. Ports operating in a manual mode state do not
participate in the Spanning Tree Algorithm. Dynamic mode indicates that the active Spanning Tree
Algorithm determines port state.

Spanning Tree is automatically enabled on the port and the port operates in the default mode. If the switch
is running in the per-VLAN Spanning Tree mode, then the port mode applies to the specified VLAN
instance associated with the port. If the switch is running in the flat Spanning Tree mode, then the port
mode applies across all VLANSs associated with the port. The flat mode instance is specified as the port
instance, even if the port is associated with other VLANS.

To change the port Spanning Tree mode for a VLAN instance regardless of which mode (per-VLAN or
flat) is active for the switch, use the spantree loop-guard command. For example, the following
command sets the mode for port 8/1 for VLAN 10 to forwarding.

-> spantree vlan 10 port 8/1 mode forwarding

To change the port Spanning Tree mode for the flat mode instance, use the spantree cist mode command.
Note that the command is available when the switch is running in either mode (per-VLAN or flat) and an
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instance number is not required. For example, the following command configures the Spanning Tree mode
on port 1/24 for the flat mode instance:

-> spantree cist port 1/24 mode blocking

Mode for Link Aggregate Ports

Physical ports that belong to a link aggregate do not participate in the Spanning Tree Algorithm. Instead,
the algorithm is applied to the aggregate logical link (virtual port) that represents a collection of physical
ports.

To change the port mode for a link aggregate, use the spantree vlan mode or the spantree cist mode
command described above, but specify a link aggregate control (ID) number instead of a slot and port. For
example, the following command sets the port mode for link aggregate 10 associated with VLAN 755 to
blocking:

-> spantree vlan 755 linkagg 10 mode blocking

For more information about configuring an aggregate of ports, see Chapter 9, “Configuring Static Link
Aggregation,” and Chapter 10, “Configuring Dynamic Link Aggregation.”
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Configuring Port Connection Type

Specifying a port connection type is done when using the Rapid Spanning Tree Algorithm and Protocol
(RSTP), as defined in the IEEE 802.1w standard. RSTP transitions a port from a blocking state directly to
forwarding, bypassing the listening and learning states, to provide a rapid reconfiguration of the Spanning
Tree in the event of a path or root bridge failure. Rapid transition of a port state depends on the
configurable connection type of the port. These types are defined as follows:

¢ Point-to-point LAN segment (port connects directly to another switch).
¢ No point-to-point shared media LAN segment (port connects to multiple switches).

e Edge port (port is at the edge of a bridged LAN, does not receive BPDU and has only one MAC
address learned). Edge ports, however, will operationally revert to a point to point or a no point to
point connection type if a BPDU is received on the port.

A port is considered connected to a point-to-point LAN segment if the port belongs to a link aggregate of
ports, or if auto negotiation determines if the port must run in full duplex mode, or if full duplex mode was
administratively set. Otherwise, that port is considered connected to a no point-to-point LAN segment.

Rapid transition of a designated port to forwarding can only occur if the port connection type is defined as
a point to point or an edge port. Defining a port connection type as a point to point or as an edge port
makes the port eligible for rapid transition, regardless of what actually connects to the port. However, an
alternate port is always allowed to transition to the role of root port regardless of the alternate port
connection type.

Note. Configure ports that will connect to a host (PC, workstation, server, etc.) as edge ports so that these
ports will transition directly to a forwarding state and not trigger an unwanted topology change when a
device is connected to the port. If a port is configured as a point to point or no point to point connection
type, the switch will assume a topology change when this port goes active and will flush and relearn all
learned MAC addresses for the port’s assigned VLAN.

If the switch is running in the per-VLAN Spanning Tree mode, then the connection type applies to the
specified VLAN instance associated with the port. If the switch is running in the flat Spanning Tree mode,
then the connection type applies across all VLANSs associated with the port. The flat mode instance is
referenced as the port instance, even if the port is associated with other VLANS.

By default, Spanning Tree is automatically enabled on the port, the connection type is set to auto point-to-
point, and auto edge port detection is enabled. The auto point-to-point setting determines the connection
type based on the operational status of the port. The auto edge port setting determines the operational edge
port status for the port.

The spantree vlan connection and spantree cist connection commands are used to configure the port
connection type for a VLAN instance or the CIST instance. See “Configuring the Edge Port Status” on
page 6-41 for information about configuring the auto edge port status for a port.

To change the port connection type for a VLAN instance regardless of which mode (per-VLAN or flat) is
active for the switch, use the spantree vlan connection command. For example, the following command
defines the connection type for port 8/1 associated with VLAN 10.

-> spantree vlan 10 port 8/1 connection autoptp
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To change the port Spanning Tree mode for the flat mode instance regardless of which mode (per-VLAN
or flat) is active for the switch, use the spantree cist connection command. For example, the following
command configures the connection type for port 1/24 for the flat mode instance:

-> spantree cist port 1/24 connection ptp

Note. The spantree vlan connection and spantree cist connection commands only configure one port at a
time.

Connection Type on Link Aggregate Ports

Physical ports that belong to a link aggregate do not participate in the Spanning Tree Algorithm. Instead,
the algorithm is applied to the aggregate logical link (virtual port) that represents a collection of physical
ports. To change the port connection type for a link aggregate, use the spantree vlan connection or the
spantree cist connection command described above, but specify a link aggregate control (ID) number
instead of a slot and port. For example, the following command defines the connection type for the link
aggregate 10 association with VLAN 755:

-> spantree vlan 755 linkagg 10 connection autoptp

For more information about configuring an aggregate of ports, see Chapter 9, “Configuring Static Link
Aggregation,” and Chapter 10, “Configuring Dynamic Link Aggregation.”

Configuring the Edge Port Status
There are two methods for determining the edge port status for a port or link aggregate:

e Configuring the automatic edge (auto edge) port status. The status (enabled or disabled) of this
Spanning Tree port parameter specifies whether or not the Spanning Tree automatically determines the
operational edge port status for a port. This method is enabled by default.

e Configuring the administrative edge (admin edge) port status. The status (enabled or disabled) of this
Spanning Tree port parameter is used to determine the edge port status when the auto edge port status
is disabled. This method is disabled by default.

To configure the edge port status for the flat mode instance regardless of which mode (per-VLAN or flat)
is active for the switch, use the spantree cist auto-edge command or the spantree cist admin-edge
command. For example:

-> spantree cist port 8/23 auto-edge enable
-> spantree cist port 8/23 admin-edge disable

To configure the edge port status for a VLAN instance regardless of which mode (per-VLAN or flat) is
active for the switch, use the spantree vlan auto-edge command or the spantree vlan admin-edge
command. For example:

-> gpantree vlan 10 port 8/23 auto-edge enable
-> spantree vlan 10 port 8/23 admin-edge disable

Note. If auto-edge is enabled on a port, then the admin-edge value is overridden.
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Restricting Port Roles (Root Guard)

All ports are automatically eligible for root port selection. A port in a CIST/MSTI instance or per-VLAN
instance can be prevented from becoming the root port by restricting the role of the port (also referred to
as enabling root guard). This is done using the spantree cist restricted-role command or the spantree
vlan restricted-role command regardless of which mode (per-VLAN or flat) is active for the switch. For
example:

-> spantree cist port 1/2 restricted-role enable

-> spantree cist linkagg 10 restricted-role enable
-> spantree vlan 100 port 8/1 restricted-role enable
-> spantree vlan 20 linkagg 1 restricted-role enable

Note that the above commands also provide optional syntax; restricted-role or root-guard. For example,
the following two commands perform the same function:

-> spantree vlan port 2/1 restricted-role enable
-> spantree vlan port 2/1 root-guard enable

When root guard is enabled for a port, it cannot become the root port, even if it is the most likely
candidate for becoming the root port. However, this same port is designated as the alternate port when the
root port is selected.

Enabling the restricted role status is used by network administrators to prevent bridges external to the core
region of the network from influencing the Spanning Tree topology. However, note that enabling the
restricted role status for a port may impact connectivity within the network.

Restricting TCN Propagation

All ports automatically propagate Topology Change Notifications (TCN) or Topology Changes (TC) to
other ports. To restrict a port from propagating topology changes and notifications, use the spantree cist
restricted-tcn command or the spantree vlan restricted-tcn command regardless of which mode (per-
VLAN or flat) is active for the switch. For example:

-> spantree cist port 2/2 restricted-tcn enable
-> spantree cist linkagg 5 restricted-tcn enable
-> spantree vlan 10 port 1/5 restricted-tcn enable
-> spantree vlan 20 linkagg 1 restricted-tcn enable

Enabling the restricted TCN status is used by network administrators to prevent bridges external to the
core region of the network from causing unnecessary MAC address flushing in that region. However, note
that enabling the restricted TCN status for a port may impact Spanning Tree connectivity.

Limiting BPDU Transmission

The number of BPDUSs to be transmitted per port per second can be limited using the spantree cist
txholdcount command for a CIST instance or the spantree vlan txholdcount command for a per-VLAN
instance. Both of these commands apply to all ports and link aggregates and are supported when the
switch is running in either the per-VLAN mode or the flat mode. For example:

-> spantree cist txholdcount 5
-> gpantree vlan 10 txholdcount 5
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Sample Spanning Tree Configuration

This section provides an example network configuration in which the Spanning Tree Algorithm and
Protocol has calculated a loop-free topology. In addition, a tutorial is also included that provides steps on
how to configure the example network topology using the Command Line Interface (CLI).

Note that the following example network configuration illustrates using switches operating in the per-
VLAN Spanning Tree mode and using RSTP (802.1w) to calculate a single data path between VLANSs.
See “MST General Overview” on page 6-12 for an overview and examples of using MSTP (802.15s).

Example Network Overview

The following diagram shows a four-switch network configuration with an active Spanning Tree topology,
which was calculated based on both configured and default Spanning Tree parameter values:

VLAN 255 Bridge ID
32768, 00:d0:95:00:00:04

(Root Bridge) - =

VLAN 255 Bridge ID -
I ovdossonson ) N\ N\ g ot I
(] el O — ———-
[]

o1 22 PC=19 3/9

PC=4

2/10

) _ —
VLAN 255 Bridge ID 28 PC=4 3B k.
32768, 00:d0:95:00:00:02
(] EEEEl .2/9 _OPC:4 e

Switch A
(Designated Bridge)

VLAN 255 Bridge ID
32768, 00:d0:95:00:00:03

Switch B
Forwarding — Root Port 0
Blocking = == = - - Designated Port @
Path Cost PC

Example Active Spanning Tree Topology
In the above example topology:
e Each switch is operating in the per-VLAN Spanning Tree mode by default.

e Each switch configuration has a VLAN 255 defined. The Spanning Tree administrative status for this
VLAN was enabled by default when the VLAN was created.

e VLAN 255 on each switch is configured to use the 802.1w (rapid reconfiguration) Spanning Tree
Algorithm and Protocol.

e Ports 2/1-3, 2/8-10, 3/1-3, and 3/8-10 provide connections to other switches and are all assigned to
VLAN 255 on their respective switches. The Spanning Tree administrative status for each port is
enabled by default.
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The path cost for each port connection defaults to a value based on the link speed. For example, the
connection between Switch B and Switch C is a 100 Mbps link, which defaults to a path cost of 19.

VLAN 255 on Switch D is configured with a Bridge 1D priority value of 10, which is less than the
same value for VLAN 255 configured on the other switches. As a result, VLAN 255 was elected the
Spanning Tree root bridge for the VLAN 255 broadcast domain.

A root port is identified for VLAN 255 on each switch, except the root VLAN 255 switch. The root
port identifies the port that provides the best path to the root VLAN.

VLAN 255 on Switch A was elected the designated bridge because it offers the best path cost for
Switch B to the root VLAN 255 on Switch D.

Port 2/9 on Switch A is the designated port for the Switch A to Switch B connection because Switch A
is the designated bridge for Switch B.

Redundant connections exist between Switch D and Switch C. Ports 2/2 and 3/9 are in a discarding
(blocking) state because this connection has a higher path cost than the connection provided through
ports 2/3 and 3/8. As a result, a network loop condition is avoided.

Redundant connections also exist between Switch A and Switch B. Although the path cost value for
both of these connections is the same, ports 2/8 and 3/3 are in a discarding state because their port
priority values (not shown) are higher than the same values for ports 2/10 and 3/1.

The ports that provide the connection between Switch B and Switch C are in a discarding (blocking)
state, because this connection has a higher path cost than the other connections leading to the root
VLAN 255 on Switch D. As a result, a network loop is avoided.

Example Network Configuration Steps

The following steps provide a quick tutorial that configures the active Spanning Tree network topology
shown in the diagram on page 6-43.

1

Create VLAN 255 on Switches A, B, C, and D with “Marketing IP Network” for the VLAN

description on each switch using the following command:

2

-> vlan 255 name "'‘Marketing IP Network"

Assign the switch ports that provide connections between each switch to VLAN 255. For example, the

following commands entered on Switches A, B, C, and D, respectively, assign the ports shown in the
example network diagram on page 6-43 to VLAN 255:

3

-> vlan 255 members port 2/8-10 untagged
-> vlan 255 members port 3/1-3 untagged
-> vlan 255 members port 3/8-10 untagged
-> vlan 255 members port 2/1-3 untagged

Change the Spanning Tree protocol for VLAN 255 to RSTP (Rapid Spanning Tree Protocol) on each

switch using the following command:

-> spantree vlan 255 protocol rstp
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4 Change the bridge priority value for VLAN 255 on Switch D to 10 using the following command
(leave the priority for VLAN 255 on the other three switches set to the default value):

-> spantree vlan 255 priority 10

VLAN 255 on Switch D has the lowest Bridge ID priority value of all four switches, which qualifies it as
the Spanning Tree root VLAN for the VLAN 255 broadcast domain.

Note. To verify the VLAN 255 Spanning Tree configuration on each switch use the following show
commands. The following outputs are for example purposes only and not match values shown in the sample
network configuration:

-> show spantree vlan 255
Spanning Tree Parameters for Vlan 255
Spanning Tree Status :
Protocol

mode

Priority
Bridge ID
Designated Root

Cost to Root Bridge

Root Port

TxHoldCount

Topology Changes

Topology age

Topology Change Port :
Current Parameters (seconds)

Max Age

Forward Delay
Hello Time
Parameters system uses
System Max Age
System Forward Delay

System Hello Time

ON,
: IEEE Rapid STP,
: Per VLAN (1 STP per Vlan),
32768 (0x8000),

8000-00:e0:b1:e7:09:a3,
8000-00:e0:b1:e7:09:a3,

20,
15,
2

171748,
3,
101,
01:05:30,
1/1/748,

8

when attempting to become root

20,
15,
2

-> show spantree vlan 255 ports
Spanning Tree Port Summary for Vlan 1

Oper Path Desig Prim. Op Op Loop
Port St Cost Cost Role Port Cnx Edg Guard Desig Bridge 1D Note
------- AT e T T T Ts TeTaTT
1/1/1 FORW 100 8 DESG 1/1/1 PTP NO DIS 8000-e8:e7:32:a4:63:21
1/71/2 DIS 0 O DIS 1/1/2 NS NO DIS 0000-00:00:00:00:00:00
1/1/4 DIS 0 0O DIS 1/1/4 NS NO DIS 0000-00:00:00:00:00:00
1/1/5 DIS 0 0O DIS 1/1/5 NS NO DIS 0000-00:00:00:00:00:00
1/1/6 DIS 0 O DIS 1/71/6 NS NO DIS 0000-00:00:00:00:00:00
1/1/7 DIS 0 O DIS 1/1/7 NS NO DIS 0000-00:00:00:00:00:00
1/1/8 DIS 0 O DIS 1/71/8 NS NO DIS 0000-00:00:00:00:00:00
1/71/9 DIS 0 0O DIS 1/1/9 NS NO DIS 0000-00:00:00:00:00:00
1/1/12 DIS 0 0 DIS 1/1/12 NS NO DIS 0000-00:00:00:00:00:00
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Sample MST Region Configuration

An MST region identifies a group of MSTP switches that is seen as a single, flat mode instance by other
regions and/or non-MSTP switches. A region is defined by three attributes: name, revision level, and a
VLAN-to-MSTI mapping. Switches configured with the same value for all three of these attributes belong
to the same MST region.

Note. An additional configurable MST region parameter defines the maximum number of hops authorized
for the region but is not considered when determining regional membership.The maximum hops value is
the value used by all bridges within the region when the bridge is acting as the root of the MST region.

This section provides a tutorial for defining a sample MST region configuration, as shown in the diagram
below:

/ \ Switch D

Switch A

CST

Switch B Switch C Switch E

- MSTFRegion ) SST Switches (STP or RSTP)

In order for switches A, B, and C in the above diagram to belong to the same MST region, they must all
share the same values for region name, revision level, and configuration digest (VLAN-to-MSTI

mapping).

The following steps are performed on each switch to define ALE Marketing as the MST region name,
2000 as the MST region revision level, map exiting VLANS to existing MSTIs, and 3 as the maximum
hops value for the region:

1 Configure an MST Region name using the spantree mst region name command. For example:
-> spantree mst region name “ALE Marketing”

2 Configure the MST Region revision level using the spantree mst region revision-level command. For
example:

-> spantree mst region revision-level 2000
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3 Map VLANSs 100 and 200 to MSTI 2 and VLANSs 300 and 400 to MSTI 4 using the spantree msti
vlan command to define the configuration digest. For example:

-> spantree msti 2 vlan 100 200
-> spantree msti 4 vlan 300 400

See the “Sample MSTI Configuration” on page 6-48 for a tutorial on how to create and map MSTIs to
VLANS.

4 Configure 3 as the maximum number of hops for the region using the spantree mst region max-hops
command. For example:

-> spantree mst region max-hops 3

Note. (Optional) Verify the MST region configuration on each switch with the show spantree mst
command. For example:

-> show spantree mst region

Configuration Name ALE Marketing,

Revision Level = 2000,

Configuration Digest = 0x922fb3f 31752d68 67fell55 d0ce8380,
Revision Max hops = 3,

Cist Instance Number =0

All switches configured with the exact same values as shown in the above example are considered members
of the ALE Marketing MST region.
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Sample MSTI Configuration

By default, the Spanning Tree software is active on all switches and operating in the per-VLAN mode
using 802.1w RSTP. A loop-free network topology is automatically calculated based on default 802.1w

RSTP switch, bridge, and port parameter values.

Using Multiple Spanning Tree (MST) requires configuration changes to the default Spanning Tree values

(mode and protocol) as well as defining specific MSTP parameters and instances.

The following steps provide a tutorial for setting up a sample MSTP configuration, as shown in the

diagram below:

CIST-0 ——

—— CIST-0

MSTI-1 —

—— MSTI-1

( VLAN 100 ) 3 2/ ( VLAN 100 )
( VLAN 150 ) 4l i S/ ( vLAN 150 )
(vLAN 200 )48 I 52 (vian200 )
{ VLAN 250 ) 2112 I 3/6 ( vLAN 250 )
Switch A Switch B

Flat Mode MSTP Quick Steps Example

1 Change the Spanning Tree operating mode, if necessary, on Switch A and Switch B from per-VLAN to
flat mode using the spantree mode command. For example:

-> spantree mode flat

Note that defining an MSTP configuration requires the use of explicit Spanning Tree commands,
which are available in both the flat and per-VLAN mode. As a result, this step is optional. See “Using

Spanning Tree Configuration Commands” on page 6-26 for more information.

2 Change the Spanning Tree protocol to MSTP using the spantree protocol command. For example:

-> spantree protocol mstp

3 Create VLANS 100, 200, 300, and 400 using the vlan command. For example:

-> vlan 100
-> vlan 150
-> vlan 200
-> vlan 250

4 Assign switch ports to VLANS, as shown in the above diagram, using the vlan members untagged
command. For example, the following commands assign ports 3/1, 4/2, 4/8, and 2/12 to VLANs 100, 150,
200, and 250 on Switch A:

-> vlan 100 members
-> vlan 150 members
-> vlan 200 members
-> vlan 250 members

port 3/1 untagged
port 4/2 untagged
port 4/8 untagged
port 2/12 untagged
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The following commands assign ports 2/1, 5/1, 5/2, and 3/6 to VLANSs 100, 150, 200, and 250 on
Switch B:

-> vlan 100 members port 2/1 untagged
-> vlan 150 members port 5/1 untagged
-> vlan 200 members port 5/2 untagged
-> vlan 250 members port 3/6 untagged

5 Create one MSTI using the spantree msti command. For example:
-> spantree msti 1

6 Assign VLANSs 200 and 250 to MSTI 1. For example:
-> gpantree msti 1 vlan 100 200

All VLANSs are associated with the CIST instance. As a result, VLANSs 100 and 150 do not require any
configuration to map them to the CIST instance.

7 Configure the port path cost (PPC) for all ports on both switches associated with MSTI 1 to a PPC
value that is lower than the PPC value for the ports associated with the CIST instance using the spantree
msti path-cost command. For example, the PPC for ports associated with the CIST instance is set to the
default of 200,000 for 100 MB connections. The following commands change the PPC value for ports
associated with the MSTI 1 to 20,000:

-> spantree msti 1 port 4/8 path-cost 20000
-> spantree msti 1 port 2/12 path-cost 20000
-> spantree msti 1 port 5/2 path-cost 20000
-> spantree msti 1 port 3/6 path-cost 20000

Note. In this example, port connections between VLANSs 150, 200, and 250 are blocked on each switch
initially, as shown in the diagram on page 6-48. This is because in flat mode MSTP, each instance is active
on all ports resulting in a comparison of connections independent of VLAN and MSTI associations.

To avoid this and allow VLAN traffic to flow over separate data paths based on MST] association, Step 7
of this tutorial configures a superior port path cost value for ports associated with MSTI 1. As a result,
MST]I 1 selects one of the data paths between its VLANS as the best path, rather than the CIST data paths,
as shown in the diagram on page 6-50.
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Flat Mode MSTP with Superior MSTI1 1 PPC Values

Note. Of the two data paths available to MSTI 1 VLANS, one is blocked because it is seen as redundant for
that instance. In addition, the CIST data path remains available for CIST VLAN traffic.

Another solution to this scenario is to assign all VLANSs to an MSTI, leaving no VLANSs controlled by the
CIST. As aresult, the CIST BPDU contains only MSTI information. See “How MSTP Works” on
page 6-12 for more information.
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Verifying the Spanning Tree Configuration

To display information about the Spanning Tree configuration on the switch, use the show commands

listed below:

show spantree cist
show spantree msti

show spantree vlan
show spantree cist ports

show spantree msti ports

show spantree vlan ports
show spantree mst

show spantree cist vlan-map
show spantree msti vlan-map
show spantree map-msti

show spantree mode

Displays the Spanning Tree bridge configuration for the flat mode
Common and Internal Spanning Tree (CIST) instance.

Displays Spanning Tree bridge information for a Multiple Spanning
Tree Instance (MSTI).

Displays the Spanning Tree bridge information for a VLAN instance.

Displays Spanning Tree port information for the flat mode Common and
Internal Spanning Tree (CIST) instance.

Displays Spanning Tree port information for a flat mode Multiple
Spanning Tree Instance (MSTI).

Displays Spanning Tree port information for a VLAN instance.

Displays the Multiple Spanning Tree (MST) information for a MST
region or the specified port or link aggregate on the switch.

Displays the range of VLANS associated with the flat mode Common
and Internal Spanning Tree (CIST) instance.

Displays the range of VLANS associated with the specified Multiple
Spanning Tree Instance (MSTI).

Displays the Multiple Spanning Tree Instance (MSTI) that is associated
to the specified VLAN.

Displays the current global Spanning Tree mode parameter values for
the switch, such as the current running mode (per-VLAN or flat) for the
switch

For more information about the resulting displays from these commands, see the OmniSwitch AOS
Release 8 CLI Reference Guide. An example of the output for the show spantree vlan and show spantree
vlan ports commands is also given in “Example Network Configuration Steps™ on page 6-44.
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7 Configuring Shortest
Path Bridging

The OmniSwitch supports Shortest Path Bridging MAC (SPBM), as defined in the IEEE 802.1aq standard.
SPBM uses the Provider Backbone Bridge (PBB) network model to encapsulate (using IEEE 802.1ah
headers) and tunnel customer traffic through the network backbone. The shortest path trees upon which the
PBB network infrastructure operates are determined using a version of the Intermediate System-to-
Intermediate System (IS-1S) link state protocol that supports TLV extensions for SPB (ISIS-SPB).

Incorporating SPBM into the data center infrastructure provides the following benefits:

e Transparently extends Layer 2 connections (VLAN segments) across a large virtual service Layer 2
backbone network.

e Maintains a loop-free network while providing efficient use of available bandwidth, especially in a
mesh topology. All connections between all switches in the topology remain active (no blocking of
redundant links).

e A shortest path is automatically calculated between each bridge and every other bridge in the data
center mesh, resulting in low latency and sub-second convergence times needed to support critical data
center bridging requirements.

e Can process a large number of customer MAC addresses without overrunning provider network
resources. Customer MAC addresses are only learned on Backbone Edge Bridges (BEB), where
customer traffic is then encapsulated and tunneled through the network core infrastructure. Backbone
Core Bridges (BCB) do not have to learn any customer MAC addresses.

e Provides a clear separation of customer traffic (between different customers and between the provider
network domain). Entry points for customer traffic are clearly defined on the participating BEBs.
Customer traffic is identified and associated with a specific service instance bound to the PBB
infrastructure.

¢ Integration with Virtual Machine Network Profiles (VNPs) to support virtual machine (VM) discovery
and mobility.
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In This Chapter

This chapter provides an overview about how Shortest Path Bridging MAC (SPBM) works and how to
configure SPBM through the Command Line Interface (CLI). CLI commands are used in the
configuration examples; for more details about the syntax of commands, see the OmniSwitch AOS Release
8 CLI Reference Guide.

This chapter includes the following topics:

e “SPBM Parameter Defaults” on page 7-3.

e “SPBM Interface Defaults” on page 7-3.

e “SPBM Service Defaults” on page 7-4.

e “Shortest Path Bridging Overview” on page 7-5.

e “Remote Fault Propagation for SPBM Services” on page 7-14.
e “IP over SPBM” on page 7-17.

e “Interaction With Other Features” on page 7-21.

e “Quick Steps for Configuring SPBM” on page 7-25.

e “Configuring SPBM” on page 7-28.

“Verifying the SPB Backbone and Services” on page 7-68.
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SPBM Parameter Defaults

Parameter Description Command Default

ISIS-SPB status for the switch. spb isis admin-state Disabled

Equal Cost Tree (ECT) ID number  spb isis bvlan ect-id 1 or next available ECT ID
for the backbone VLAN (BVLAN). number on the local switch.
Control BVLAN for the switch. spb isis control-bvlan None

The BVLAN tandem multicast mode spb isis bvlan tandem-multicast-  Source and Group (S, G)
(only applies to associated SPB mode

services running in tandem mode).

Priority value for the ISIS-SPB spb isis bridge-priority 32768

instance.

Wait time intervals, in milliseconds, spb isis spf-wait maximum wait: 1000

for shortest path first (SPF) initial wait ;100
calculations. second wait : 300

Wait time intervals, in milliseconds, spb isis Isp-wait maximum wait; 1000

for link state PDU (LSP) initial wait ~ : 0
transmissions. second wait : 300
Graceful restart status for the switch. spb isis graceful-restart Enabled

Graceful restart helper status for the spb isis graceful-restart helper Enabled
switch.

SPBM Interface Defaults

Parameter Description Command Default

SPB interface status spb isis interface Disabled

SPB interface time interval between spb isis interface hello-interval 9 seconds
each hello packet transmission.

SPB interface hello multiplier used  spb isis interface hello-multiplier 3
to determine hello packet hold time.
SPB interface link cost to reach the  spb isis interface metric 10

peer bridge.
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SPBM Service Defaults

By default, there are no SPBM service components configured for the switch. However, when a service is
created, the following default values apply:

Parameter Description Command Default

SPB service administrative status. service admin-state Disabled

SPB service multicast replication service multicast-mode Head-end

mode.

SPB service VLAN translation.  service vlan-xlation Disabled

SPB service maximum Not configurable at this time 9194

transmission unit (MTU) value.

SPB service statistics collection.  service stats Disabled

SPB service description. service description None.

Default profile automatically service access I12profile def-access-profile
applied to access ports.

Layer 2 profile that specifies how service I12profile def-access-profile:
control packets are processed on STP, GVRP, MVRP = tunnel
service access ports. 802.3ad = peer

802.1x, 802.1ab, AMAP =drop
CSCO PDU, VLAN, uplink =drop

VLAN translation for the service service access vlan-xlation Disabled
access port.

Service access point (SAP) service sap admin-state Enabled
administrative status.

SAP encapsulation. service sap 0 (untagged traffic).
SAP trust mode. service sap trusted Trusted

SAP statistics collection. service sap stats Disabled

SAP description. service sap description None
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Shortest Path Bridging Overview

The OmniSwitch implementation of Shortest Path Bridging (SPB) supports SPB MAC (SPBM) as defined
in the IEEE 802.1aq standard. SPBM is defined for use in Provider Backbone Bridge (PBB) networks as
specified in the IEEE 802.1ah standard.

SPBM provides a mechanism to automatically define a shortest path tree (SPT) bridging configuration
through a Layer 2 Ethernet network. SPBM Ethernet services use this configuration to encapsulate and
tunnel data through the PBB network. The following main components of the OmniSwitch
implementation of SPBM provide this type of functionality:

e |SIS-SPB—A version of the Intermediate to Intermediate System (IS-IS) link state protocol that
supports SPB TLV extensions. SPBM uses ISIS-SPB to build sets of symmetric shortest path trees
(SPTs) between any SPB switch.

¢ Provider Backbone Bridge (PBB) IEEE 802.1ah— Defines a MAC-in-MAC data encapsulation path
for PBB networks that is supported by SPBM.

e Provider Backbone Bridge Network (PBBN)—A network comprised of Backbone Edge Bridges
(BEBs) and Backbone Core Bridges (BCB) that is used to interconnect Provider Bridge Networks
(PBN) with other networks.

¢ Backbone Edge Bridge (BEB)—AnN SPB switch positioned at the edge of the PBB network that learns
and encapsulates (adds an 802.1ah backbone header to) customer frames for transport across the
backbone network. The BEB interconnects the customer network space with PBB network space.

e Backbone Core Bridge (BCB)—An SPB node that resides inside the PBB network core. The BCB
employs the same BVLAN on two or more network ports. This BVLAN does not terminate on the
switch itself; traffic ingressing on an SPB network port is switched to other SPB network ports. As a
result, the BCB does not have to learn any of the customer MAC addresses. It mainly serves as a transit
bridge for the PBB network.

e SPBM Service—An OmniSwitch Service Manager service configured on the BEBs. Each service
maps to a service instance identifier (I-SID) which is bound to a backbone VLAN. One backbone
VLAN can accommodate multiple I-SIDs.

e Backbone VLAN (BVLAN)—A VLAN that serves as a transport VLAN for the SPBM service
instances and to connect SPB bridges together through SPT sets. Unlike standard VLANSs, BVLANS do
not learn source MAC addresses or flood unknown destination or multicast frames. Instead, BVLANs
only forward on the basis of the forwarding database (FDB) as populated by the ISIS-SPB protocol.

The following diagram shows how SPBM uses the above components to tunnel customer traffic through a
Provider Backbone Bridge Network:
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a» BVLAN 4000
o BVLAN 4001
o BVLAM 4002

Figure 1: SPBM Network Components

In this network,

The BEBs are SPBM capable (ISIS-SPB configured and enabled) and form a shortest path bridging
network that also includes the SPBM capable Backbone Core Bridges (BCBs).

Each bridge calculates a shortest path tree (SPT) for each BVLAN with itself as the root of each tree.

SPB Ethernet service instances identified by I-SIDs are created on each BEB. Each I-SID is associated
with a BVLAN ID. The BVLAN is configured on each bridge (BEB and BCB) in the backbone
network. However, the I-SID itself and the 1-SID association with the BVLAN is only configured on
each BEB that will service customer traffic.

A Service Access Point (SAP) is configured on each BEB to identify the access port on which
customer traffic will enter the PBBN, the SPB service instance that will tunnel the traffic through the
network, and the type of customer traffic to forward (for example, only specific CVLAN IDs, untagged
traffic only, or all tagged traffic). Basically, the SAP binds access ports and the specified customer
traffic received on those ports to the service.

Layer 2 traffic from the connected edge networks enters the BEBs through access ports. The SAP
configuration on the receiving access port is applied to classify which frames are mapped to which
services, if any.

Classified traffic is then encapsulated into 802.1ah frames by the BEB before the frames are
transmitted through the backbone network.

The 802.1ah encapsulated frames are forwarded on the shortest path through the entire PBBN to reach
the intended destination BEB. The BCBs switch traffic based on the destination backbone MAC
address (BMAC)—bridge MAC address of the BEB—provided in the 802.1ah header and do not
process any I-SID information in the frame.
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SPBM Shortest Path Trees

The shortest path between two points is a straight line. Shortest Path Bridging (SPB) implements frame
forwarding on the shortest path between any two bridges in an Ethernet network. The shortest path trees
(SPTs) calculated by SPB provide the shortest and most efficient path to and from the intended
destination. SPTs are formed along the direct, straight-line links between switches to make up an overall
path through the topology that provides a robust, efficient direction for network traffic to travel.

The SPBM network topology consists of two layers:

¢ The backbone infrastructure (control plane) layer. ISIS-SPB builds the backbone layer by defining
loop-free, shortest path trees (SPTs) through the backbone network.

e The services (data plane) layer. The service layer is based on the Provider Backbone Bridging (PBB)
framework as defined in the IEEE 802.1ah standard. SPBM supports the 802.1ah MAC-in-MAC
method for data encapsulation. SPBM services transport the encapsulated traffic over the ISIS-SPB
infrastructure. (See “SPB Services” on page 7-11 for more information).

This section contains an example of ISIS-SPB operations in a small SPBM network. In addition to
describing how shortest path trees are created in the BVLAN domain, the flow of unicast and multicast
traffic through the network, this example also shows the benefits of using SPB over Spanning Tree for
VLAN traffic distribution.

Spanning Tree

The following diagram shows an example Provider Backbone Bridge (PBB) network with a single
backbone VLAN using the Spanning Tree protocol for network loop protection with the same path cost on

all links:

Bridge B
MAC: B, priority: 2

VRN

—> '::::i:ll TR 4—

Bridge A o Bridge C
MAC: A, priority: 1 /{ MAC: C, priority: 3

Brldge D
MAC: D, priority: 4

T

Figure 2: Spanning Tree Topology

In this example, Bridge A is the Root bridge. As a result, customer traffic entering Bridge A would always
use the shortest path to reach every other bridge in the network. However, traffic entering Bridge D that is
destined for Bridge C must traverse the path through Bridge A to reach Bridge C, even though Bridge D is
directly connected to Bridge C. Clearly the path from Bridge D to Bridge C is not the shortest path in this

case.
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ISIS-SPB

The IEEE 802.1aq standard for SPB specifies the use of the 1S-1S link state protocol instead of Spanning
Tree to form sets of shortest path trees through the network. When SPB is used, each bridge is the Root for
all traffic entering that bridge. As a result, each bridge can provide the shortest path to every other bridge
in the network.

The bridging methodology needed to allow each bridge to serve as its own root bridge is enforced through
the use of SPB BVLANS. This type of VLAN does not learn customer MAC addresses or flood unknown
unicast and multicast traffic. In addition, network loops are mitigated through strict ingress checks based
on the source MAC address of frames received on the BVLAN (frames received from an unexpected
source are discarded).

SPBM uses an extended version of the IS-IS protocol that supports SPB (ISIS-SPB) to calculate the
SPBM network topology. In addition, the learning and propagation of source MAC addresses is handled
through the IS1S-SPB control plane, instead of through the data plane.

When calculating the SPBM network topology, 1SIS-SPB must meet Layer 2 requirements to create
congruent and symmetric paths. To do this, SPBM supports 16 predefined Equal Cost Tree (ECT)
algorithms to break ties when two or more equal cost paths to the same destination are discovered. The
same ECT algorithm is configured for the same BVLAN ID on each SPB switch in the network to ensure
congruent, symmetric paths for the service traffic bound to that BVLAN.

Basically, to create a unicast tree, SPBM simply computes the shortest path from every bridge with each
bridge serving as the Root (as shown below) and populates the Layer 2 forwarding database (FDB) on the
SPB bridges with MAC addresses.
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Figure 3: ISIS-SPB Shortest Path Calculations

The ISIS-SPB unicast trees shown in Figure 3 were built as follows:

1 Bridge A calculates the shortest path tree to Bridge B and then programs its FDB with MAC address B

on the link, as shown in (1).

2 Bridge A will then calculate shortest paths to Bridge C and Bridge D and programs the MAC addresses

according to the path computed.

3 All other bridges follow the same procedure (note that the actual computation is much more optimized
and the description here is only for illustration purposes).

4 The following traffic pattern for this example network is the result of the ISIS-SPB SPT calculations:
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Figure 4: ISIS-SPB Topology

As shown in Figure 4, all the backbone MAC (BMAC) addresses are learned by the switches when ISIS-
SPB converges. The path taken by each unicast flow (for example ABC, CBA) are reverse path congruent
and travel the shortest path through the network.

In the I1SIS-SPB topology (Figure 4), the link between Bridge D and Bridge C carries traffic, whereas in
the Spanning Tree topology (Figure 3), this link is blocked. Although these examples are based on traffic
distribution for a single BVLAN, the ability to make all links in the topology available at all times is
especially advantageous in highly redundant, meshed networks.

Although the link between Bridge D and Bridge C is used in the ISIS-SPB topology, traffic flow is
relatively low in comparison to the other links. To make better use of this link, a second BVLAN could be
created and assigned a different ECT algorithm to trigger ISIS-SPB calculations of a separate set of SPTs
for the second BVLAN. This is similar to creating a new Multiple Spanning Tree (MST) instance in a
Spanning Tree topology to create a different tree and assigning a new VLAN to that instance.

Each ECT algorithm uses a different calculation to break ties when paths between SPB bridges are equal
cost. Another method to influence the SPT calculation is to modify the bridge priority for the switch or
change the link cost metric for the SPB interface connection between two switches.

Multicast Traffic

SPBM supports two methods for replicating and forwarding multicast traffic (or unknown destination
traffic) received from customer equipment: head-end replication and tandem replication.

e Head-end replication. Multicast traffic is replicated once for each receiver, encapsulated with the
BMAC address, and then sent as a unicast packet to each destination. This method is more suited for
networks where there is a low demand for multicast traffic.

e Tandem replication. Multicast traffic is replicated only where there is a fork in the SPT and each
branch has at least one receiver. Each multicast source bridge in the SPBM network is the root for a
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multicast distribution tree (MDT). An MDT is created per-source per-BVLAN and it is pruned
according to whether the SPB node is on the shortest path of a multicast transmitter and receiver. For
those MDTs that cross a given Backbone Core Bridge (BCB), that BCB needs to generate a multicast
forwarding table for each such MDT.

Multicast traffic originating from a bridge is encapsulated with a special multicast BMAC DA that
identifies the source of the traffic and then forwarded on the tree. Participating bridges that receive the
packet will then know the source of the traffic and will use the multicast forwarding information for
that source to switch the packet to the appropriate destination.

SPB Services

The SPBM network topology consists of two layers:

The backbone infrastructure (control plane) layer. ISIS-SPB builds the backbone layer by defining
loop-free, shortest path trees (SPTs) through the backbone network (see “SPBM Shortest Path Trees”
on page 7-7 for more information).

The services (data plane) layer. The service layer is based on the Provider Backbone Bridging (PBB)
framework as defined in the IEEE 802.1ah standard. SPBM supports the 802.1ah MAC-in-MAC
method for data encapsulation. SPBM services transport the encapsulated traffic over the ISIS-SPB
infrastructure.

The SPB service layer framework is comprised of the following components:

Backbone Edge Bridge (BEB). An OmniSwitch is considered a BEB if the switch is SPB capable and
at least one service access point (SAP) and one SPB interface is configured on the switch. The BEB
marks the boundary between the customer network and the PBB network (PBBN).

Backbone Core Bridge (BCB). An OmniSwitch is considered a BCB if the switch is SPB capable and
no SAPs are configured but at least one SPB interface is configured on the switch to forward
encapsulated SPBM network traffic. Note that the requirement for configuring a BCB is based on
whether or not the network topology includes a transit bridge.

Service Instance Identifier (1-SID). Configured only on a BEB, this component identifies a backbone
service instance that will tunnel the encapsulated data traffic through the PBBN between BEBs. The I-
SID is bound to a BVLAN ID and a Service Manager SPB service ID when the service is created.

Access Port. A port or link aggregate configured as an SPB access port. This type of port is configured
on the BEBs and defines the point at which traffic from other provider networks or directly from
customer networks enters the PBBN. The access port is also associated with a Layer 2 profile that
specifies how to process protocol control frames received on the port

Service Access Point (SAP)—A SAP is a logical service entity (also referred to as a virtual port) that
is configured on a BEB to bind an access port to an SPB service ID and specify the type of customer
traffic ((untagged, single-tagged, double-tagged, or all) to encapsulate and tunnel through the PBBN.

SPB Interface (Network Port)—A port or link aggregate configured as an SPB interface that resides
on either a BEB or a BCB and connects to the backbone network. Network ports carry customer traffic
encapsulated in 802.1ah frames and are associated with all BVLANS on the switch. Customer traffic
ingressing on a network port is switched to another network port (on BCBSs) or to an access port (on
BEBsS).

Once the ISIS-SPB infrastructure and the SPB service-based architecture is defined, the following service
components are dynamically created by the OmniSwitch. No user-configuration is required.
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e Service Distribution Point (SDP)—A SDP provides a logical point at which customer traffic is
directed from one BEB to another BEB. SDPs are used to set up distributed services, which consist of
at least one SAP on a local node, one SAP on a remote node, and an SDP binding the service on both
nodes.

e SDP Bind—An SDP binding represents the binding of an SPB service instance to an SDP. The SDP
then distributes the service connectivity to other BEBs through the ISIS-SPB shortest path trees.

Sample SPBM Network Topology
The following diagram provides a sample SPBM network topology that shows how the SPBM service and

ISIS-SPB backbone layers work together to basically extend (or virtualize) customer traffic across a
Provider Backbone Bridge Network (PBBN):
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Figure 5: Sample SPBM Network
In this sample SPBM topology:

¢ The packet flow for Customer A frames tagged with VLAN 10 is shown as a typical example. These

frames are mapped to an SPB service that represents a binding of I-SID 500 to BVLAN 4001. The path
for this binding is shown in green.

e An additional path, shown in blue, is for another SPB service that represents a binding of 1-SID 501 to
BVLAN 4002. This provides an example of how adding an additional BVLAN and service

OmniSwitch AOS Release 8 Network Configuration Guide  April 2018 page 7-12



Configuring Shortest Path Bridging Shortest Path Bridging Overview

configuration to the topology can provide an alternate service path for other traffic from the same
customer or traffic from a completely different customer.

e SPB BVLAN 4001 and 4002 are created and assigned to ECT ID 1 and 2, respectively, on every
switch (BEBs and BCBs) in the topology. These BVLANS serve as the transport entity on which ISIS-
SPB builds the shortest path trees and SPB services tunnel data.

e The switch ports connecting each SPB switch with the next-hop SPB switch are configured as SPB
interface ports. This type of port is used to forward 1SIS-SPB control packets and serves as a network
port for tunneling encapsulated traffic through SPB services.

® The service access points (SAPs) created on BEB-1 and BEB-2 determine which frames from
Customer A are accepted on the SAP port, where they are then encapsulated and mapped to the
associated service. Other SAPs exist on these switches for the other service path.

e When a frame tagged with VLAN 10 ingresses on port 1/12, the frame is encapsulated in an 802.1ah
header. The header specifies the BMAC for BEB-1 as the B-SA, the BMAC for BEB-2 as the B-DA,
the SAP I-SID (500), and the SAP BVLAN (4001).

e All other frames ingressing on SAP 1/12:10 that are not tagged with VLAN 10 are dropped, unless
there are other SAPs configured for that port that will classify those frames.

e The encapsulated frame is then forwarded along the BVLAN 4001 shortest path tree (SPT) to BEB-2,
where the 802.1ah header is stripped off and the frame is forwarded to the appropriate destination port.

e The entire process for encapsulating and tunneling customer frames is the same for frames ingressing
on port 2/1 of BEB-2 destined for BEB-1.

How it Works

e There is one instance of ISIS-SPB supported in the backbone topology. This instance is activated once
the BVLANSs and SPB interfaces are created and the administrative status of I1SIS-SPB is enabled for
each switch.

e When ISIS-SPB is administratively enabled on each switch, all the configured SPB interfaces start to
advertise Hello packets to discover and establish adjacencies with other SPB switches.

e Once adjacencies are established, link state packets (LSPs) are generated with SPB-specific TLVs and
shortest path trees from each switch to all other switches are calculated.

e Each SPB switch learns the backbone MAC (BMAC) address and associated BVLAN IDs of every
SPB switch in the network and stores that information in a local forwarding database. The BMAC
address is the bridge MAC address of the switch and is advertised by ISIS-SPB as the System ID.

e |SIS-SPB then informs Service Manager of the reachability of the BMAC/BVLAN combinations. This
information is used to automatically create a service distribution point (SDP) between the same
BVLAN on each BEB.

e When ISIS-SPB receives advertisement of a service instance identifier (I1-SID) from a remote BEB that
matches an I-SID created on the local switch, the SDP (BMAC/BVLAN) of the remote BEB is bound
to the I-SID. The binding of a service to an SDP is referred to as a mesh SDP.

e Basically, an SDP is a dynamically created logical entity that distributes service connectivity to other
BEBs through the ISIS-SPB shortest path trees.When customer frames are then classified into a
specific SAP, the frames are encapsulated and tunneled through the mesh SDP (service/SDP bind)
associated with that SAP.
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Remote Fault Propagation for SPBM Services

When a point-to-point connection is emulated with a Layer 2 SPB service, it is necessary to propagate
connectivity faults from one end of the service tunnel to the other end. This allows a locally connected
device to detect a connectivity fault in the SPB service and take action (such as enable a redundant link or
send a trap) in response to the detected fault. Remote Fault Propagation (RFP) for SPB provides this type
of fault detection and propagation from one end of an SPB service to the other.

The RFP functionality is applied to the SPBM service (data plane) layer. Connectivity fault events are
propagated into an SPB Service Access Point (SAP). A SAP is associated with an SPB access port and a
service instance identifier (1-SID). When a SAP port goes down, the SAP port on the other end of the
service is also brought down. Without the RFP for SPB feature, the other end would continue to transmit
packets waiting for a response.

Ethernet OAM messaging is used to detect a failed condition and propagate the fault. An OAM Continuity
Check Message (CCM) is sent at specified intervals between SAPs to advertise the status of SAP
components (such as the SPB access port and I-SID information).

This implementation of RFP for SPB involves setting up the following components:

e Anunderlying SPB network infrastructure. RFP will monitor SPB access ports, which are bound to
SAPs. A SAP consists of an access port, SPB service ID, and an encapsulation value (the VLAN tags
that the SAP will process on the access ports).

e An RFP domain, which consists of local maintenance end points (MEPs) with remote end point lists
that are assigned to the same RFP domain ID.

— A local MEP defines the RFP domain parameters, such as the RFP domain ID, level, and CCM
interval. An ID number is assigned to the local MEP to identify the local switch as a participant in
an RFP OAM domain.

— A remote end point list identifies the SPB services to monitor and the remote end points (the MEP
IDs of remote switches) to which the status of the services is advertised. Configuring the remote end
point list of an RFP domain triggers the sending of CCM packets.

e A reserved Ethernet OAM domain to which the RFP domain is mapped. When the local MEP of an
RFP domain is configured, an OAM domain is automatically created based on the parameters specified
when the local RFP MEP was created.

The following diagram shows how RFP works in a sample SPBM network topology:
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Figure 6: RFP in a Sample SPBM Network

In this sample SPBM topology:

An RFP local MEP and a remote end point list are configured on each Backbone Edge Bridge (BEB).
Both are assigned to the same RFP domain ID on each BEB to identify the end points as participating
members of the RFP domain.

Each local MEP is assigned an ID number, which is used as the virtual UP MEP ID. In this example,
the virtual UP MEP ID is 1 for BEB-1, 2 for BEB-2, 3 for BEB-3, and 4 for BEB-4.

Each remote end point list specifies the SPB services to monitor and the MEP IDs of remote BEBs to
which the status of the services is advertised. For example, the remote end point list on BEB-1 contains
the monitored SPB services and local MEP IDs for BEB-2, BEB-3, and BEB-4.

The remote end point list binds an SPB service ID to the RFP domain. The service ID is associated
with a service instance identifier (I-SID) and a SAP, which identifies the SPB service instance and
access port to monitor. For example, on the BEB-2 switch, the status of I-SID 1500 on access port 2/1
is monitored and advertised to BEB-1.

CCM packets transmitted on the RFP domain advertise 1-SID and access port status information for the
local SAP. The SAP information to advertise is identified through the SPB service ID that is associated
with the RFP domain. For example, BEB-1 and BEB-2 both advertise the status of SAP port 1/1 and
SAP port 2/1 for 1-SID 1500. The same SPB service ID is mapped to each of these SAPs, which means
the same I-SID is mapped to each of these SAPs.

When port 2/1 goes down on BEB-2, the service represented by I-SID 1500 stops transmitting. The
CCM packets transmitted between BEB-2 and BEB-1 detect and advertise the port down fault. This
causes BEB-1 to administratively down port 1/1 in response to the fault condition.

For an example of the CLI configuration for this sample deployment of RFP in an SPB network, refer to
the“RFP for SPB Configuration Example” on page 7-53.
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Customized CCM Packets

The CCM packets transmitted between RFP end points contain a proprietary OUI TLV that provides link
fault information for the SPB services that are monitored by the RFP domain. The following shows an
example of the proprietary TLV format:

OUI MAC == Alcatel OUI (3 octet)

Information about ISID, Portstate
Type = 127 Length ISID 24 bitvalue (3 octet)
Port state (UP/STATE) (1 octet)

The above information is repeated if there are
multiple I-SIDs.

OAM unicast CCM packets are sent without Provider Backbone Bridge (PBB) header encapsulation
across the SPBM network to each remote BEB device on the control B-VLAN.

Only information related to the I-SID associated with the remote BEB is sent in the proprietary TLV.

OAM packets are filtered on the SPB SDP interfaces to capture only the CCM packets used for RFP
monitoring.

Only CCM information will be processed for the related 1-SID information on the receiving switch.

Fault Detection

Each BEB in the RFP domain will check the I-SID and port state information contained in the received
CCM packets.

If any port state has transitioned from up to down, the local SAP port associated with the same I-SID is
also brought down as a port violation.

When a CCM indicates that the downed port has transitioned back to an up state, the local port
violation is cleared.

After a port violation is cleared, a 10 second timer is started to avoid bringing down the local ports
immediately. This allows for the scenario in which a port violation is manually cleared on one BEB
and by the time the violation is cleared on another BEB, a CCM packet from the other BEB is received
with SAP port down information.

If a BEB device goes down, the information about the BEB will time out on remote BEB devices after
3 multiplied by the value of the CCM interval (3*CCM interval value). For example, if the CCM
interval value is set to 100ms, a remote BEB will wait 300ms before timing out the information about
the BEB that went down. The local physical SAP access port mapped to the I-SID that timed out is
then brought down as well.

For more information and CLI configuration examples, see “Configuring Remote Fault Propagation for
SPBM” on page 7-49 and “RFP for SPB Configuration Example” on page 7-53.

For more information about Ethernet OAM, see Chapter 38, “Configuring Ethernet OAM.”
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IP over SPBM

The OmniSwitch implementation of SPBM provides L2 VPN capability that bridges L2 customer LAN
segments. Customer edge (CE) devices form peers and exchange routing information, as well as perform
the necessary IP forwarding. Then the SPBM BEBs bridge the already routed IP traffic across the SPBM
backbone.

In addition to L2 VPN, the OmniSwitch also provides an IP over SPBM capability that consolidates the
routing functionality of CE devices into the BEB devices. The Virtual Routing and Forwarding (VRF)
instances on different BEBs are tied together via backbone 1-SIDs across the same SPBM backbone that is
used to support Layer 2 VPNs.

The OmniSwitch IP over SPBM solution supports two methods for combining L3 routing and L2 SPBM
in the same switch: VPN-Lite and L3 VPN.

VPN-Lite

The VPN-Lite method provides a gateway between a regular SPBM service and a router within the same
OmniSwitch chassis. This solution provides a specific advantage in that it allows a single box to represent
two tiers in a typical fat-tree network, which is popular in data center deployments.

In addition, a VPN-Lite configuration can act purely as an L3 VPN when configured correctly. In this
mode, existing routing protocols can form adjacencies across the SPBM PBB network. To keep it purely
an L3 VPN, the administrator makes sure that no SPBM SAPs that can inject bridged flows are allowed to
attach to the I-SID designated for the specific VPN.

The VPN-Lite approach uses the SPBM network in the same way a VLAN is used for transporting L3
frames. Each BEB or host can inject frames into the 1-SID as needed, and BEBs can decide to bridge or
route those frames based on their inner and outer destination MAC address.

L3 VPN

When the L3 VPN method is implemented, the OmniSwitch acts as an access or edge router to multiple
VRFs and connects these VRFs across an SPBM PBB network. Each VPN is identified by a local VRF
instance on each BEB and globally in the backbone by an I-SID in the PBB header. 1SIS-SPB will import
and export routes from the local routing protocols running inside their respective VRFs. In essence, ISIS-
SPB is creating tunnels between BEBs through which routed frames are sent to reach their target
networks.

The OmniSwitch L3 VPN solution is based on the IETF drafts IP/IPVPN services with IEEE 802.1aq
SPB(B) networks and uses 1S-1S TLVs to exchange routes between the BEBs that host the same VPN
services. This approach also gives an administrator the ability to build VPNs and extend them over an
SPBM core.

L3 VPN Interface

An L3 VPN interface serves as an IP gateway to access remote networks and is required when using either
the VPN-Lite or L3 VPN method. There are two options for defining an L3 VPN interface:

e Configuring a service-based IP interface for inline routing (OmniSwitch 9900 only). When this option
is used, an IP interface is created and bound to an SPB service ID. The service ID is associated with an
I-SID.

e Configuring an external loopback port configuration (all supported OmniSwitch platforms, except the
OmniSwitch 9900). When this option is used, a physical cable connects a regular port to a service
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access port. The regular port is tagged with an IP interface VLAN; the access port is associated with an
SPB Service Access Point (SAP). The VLAN-based IP interface serves as the L3 VPN interface.

The external loopback configuration option defines an L3 VPN loopback interface, and the service-based
IP interface option defines an L3 VPN service-based interface.

L3 VPN Service-Based Interface

Configuring an L3 VPN service-based interface is an option that is only available on an OmniSwitch 9900
(no other OmniSwitch platforms support this option). Using the service-based interface option simplifies
the configuration in that a physical cable and two switch ports are not required to form an external
loopback. Instead, an IP interface is created within a VRF instance and bound to an SPB service. This
connects routes within the VRF instance to an SPB service instance (I-SID).

The following diagram shows a logical depiction of an L3 VPN service-based interface configuration on
an OmniSwitch 9900 (no physical cable is required):

VRF-1: VRF-1:
L3 VPN IP Interface 100.0.0.1/8 - Service 10 L3 VPN IP Interface 100.0.0.2/8 - Service 10

- Service 10 SPBM Backbone Service10 -

ISIS-SPB ISIS-SPB

Customer 1 Customer 1
Network A Network B

Figure 7: L3 VPN Interface (No Loopback)

L3 VPN Loopback Interface

Configuring a physical loopback port configuration to define an L3 VPN interface is an option that is only
available on the OmniSwitch 6900, OmniSwitch 6860, and OmniSwitch 6865 (the OmniSwitch 9900 does
not support this option). A regular switch port or a static link aggregate can serve as a loopback port. In
addition, multiple loopback port pairs are allowed and can be shared between different VRFs.

An L3 VPN loopback interface configuration consists of the following components:
e An IP interface created in a specific VRF instance and bound to a VLAN ID.
e A regular switch port or link aggregate tagged with the IP interface VLAN.

e A service access port that is assigned to an SPB SAP. The SAP encapsulation is configured with the
VLAN ID that is tagged on the regular switch port or link aggregate.

e A physical cable that connects the VLAN port with the SAP port to form the loopback configuration.

The loopback configuration connects a VRF to an SPB SAP and can carry traffic from different VRFs
tagged with different VLANSs. The following diagram shows a logical depiction of an L3 VPN loopback
interface:
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Figure 8: L3 VPN Loopback Interface

How it Works

This section describes the VPN-Lite and L3 VPN control and data plane operations in an IP over SPB
network configuration. Although both approaches use an L3 VPN interface configuration, they differ in
how routing protocol control packets are exchanged and processed to support IP over SPB.

VPN-Lite Control Plane Operations

When routing protocols or static routes are running on the L3 VPN interface, the interface can exchange
IP routes with other L3 VPN interfaces that are running the same routing protocols and are associated with
the same I-SID. By exchanging routes with other L3 VPN interfaces, VRFs on different BEBs can learn
remote networks from each other.

e If an OmniSwitch 9900 is used in this scenario without a loopback port configuration, the routing
protocol control packets are sent from the L3 VPN service-based IP interface and carried on SDPs into
the SPBM backbone. The control packets received from the SPBM backbone travel from SDPs to the
VRF following the same process but in reverse.

¢ If a physical loopback port configuration is used in this scenario, the routing protocol control packets
sent from the L3 VPN IP interfaces travel though the tagged VLAN port, enter the service access port,
where the packets are then distributed into different services by SAPs associated with the access port
and carried on SDPs into the SPBM backbone. The control packets received from the SPBM backbone
travel from SDPs to the VRF following the same process but in reverse.

L3 VPN Control Plane Operations

The ISIS-SPB support of the IPVPN TLV and IPv4 sub-TLV provides a different method for exchanging
L3 routes between VRFs. Instead of running routing protocols on the L3 VPN IP interfaces, IP routes are
imported into ISIS-SPB from VRFs. ISIS-SPB then carries these routes in the TLVs through the SPBM
cloud to other SPBM BEBs. When ISIS-SPB receives IPVPN TLVs from the cloud, ISIS-SPB will export
the routes to the appropriate VRFs.

The L3 VPN approach implements the importing and exporting of routes between ISIS-SPB and VRF
instances and the transport of these routes using the supported TLVs. The administrator does not configure
routing protocols on the L3 VPN IP interface. Implementing the L3 VPN approach requires careful
consideration to avoid routing loops.
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VPN-Lite and L3 VPN Data Plane Operations

Data is moved in the same manner for both VVPN-Lite and L3 VPN traffic, and the existing data plane
forwarding mechanisms for SPB and IP are used without modification:

e An L3 VPN interface serves as an IP gateway to access remote networks. The network administrator
has to ensure the IP subnet reachability of the L3 VPN addresses on the same SPBM I-SID.

e | 3 VPN interfaces use dynamic ARP to learn the MAC addresses of other L3 VPN interfaces and
provide next-hop forwarding information to the switch.

¢ |P data plane packets travel the same path as VPN-Lite control packets (see “VPN-Lite Control Plane
Operations” on page 7-19 for more information).

e Data in the SPBM cloud is encapsulated into the Provider Backbone Bridge (PBB) format (see “SPB
Services” on page 7-11 for more information).

For more information and configuration examples, see “Configuring IP over SPB” on page 7-56 and “IP
over SPB Configuration Examples” on page 7-58.

OmniSwitch AOS Release 8 Network Configuration Guide  April 2018 page 7-20



Configuring Shortest Path Bridging Interaction With Other Features

Interaction With Other Features

This section contains important information about Shortest Path Bridging MAC (SPBM) interaction with
other OmniSwitch features. Refer to the specific chapter for each feature to get more detailed information
about how to configure and use the feature.

Backbone VLANSs (VLAN Manager)

VLAN Manager CLI commands are used to create an SPB backbone VLAN (BVLAN). Although a
BVLAN is created in a similar manner as a standard VLAN, BVLANSs differ from standard VLANS as
follows:

¢ No Spanning Tree control—the Spanning Tree protocol is automatically disabled on each BVLAN and
all ports associated with each BVLAN will remain in a forwarding state. However, Spanning Tree can
remain operational on other types of VLANS.

e No source MAC address learning—normal hardware learning is disabled on BVLANS. Instead, the
forwarding database (FDB) is populated by the ISIS-SPB protocol.

e There is no flooding of unknown destination or multicast frames.

¢ Ingress filtering based on the source MAC address—frames received on ports that do not have an
incoming source MAC address pre-programmed by ISIS-SPB are discarded.

¢ |P interfaces are not supported on BVLANS.

IP Multicast Switching

In a networking environment where IP multicast traffic is used, destination hosts signal their intent to
receive a specific IP multicast stream by sending an Internet Group Management Protocol (IGMP) request
to a nearby switch. This process is referred to as IGMP Snooping. The switch then learns on which ports
multicast group subscribers are attached and can intelligently deliver traffic only to the respective ports.
The OmniSwitch implementation of IGMP Snooping is called IP Multicast Switching (IPMS).

IGMP Snooping for SPB services is essentially the same. An SPB Backbone Edge Bridge (BEB) will
apply the logic of IGMP Snooping on a per-service basis to limit the traffic going out of each Service
Access Point (SAP) port, as well as limit traffic going out across each backbone port. The SPB bridge will
monitor the IGMP queries and requests from SAPs and Service Distribution Point (SDP) ports (also
referred to as network virtual ports) to build the stream membership association logic and timing in the
same manner as is done on a standard IGMP Snooping bridge.

When traffic arrives on a SAP port, the switch will examine the packet to see if there are any known
receivers. If there are any such receivers, then only ports (including network virtual ports) will have a
copy of that frame sent on them. When traffic arrives from the core on a network virtual port, the same
logic is applied so that a copy of the frame is only sent out on a port where a listener has requested
membership to the stream. However, traffic from the core is never sent back into the core (split horizon
protection).

IPMS is configurable in both the VLAN and service domains. Enabling IPMS functionality specifically
for SPB services is required to activate IGMP Snooping in an SPB network. See the “Configuring IP
Multicast Switching” chapter in the OmniSwitch AOS Release 8 Network Configuration Guide for more
information.
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Link Aggregation

e Both static and dynamic link aggregates are configurable as SPBM service access ports and as SPBM
network interfaces.

¢ Note that a link aggregate must consist of all access ports or all network ports. SPBM functionality is
not supported on link aggregates that consist of a mixture of SPBM ports and standard switch ports.

e When creating a link aggregate that will serve as an SPBM service access port or network interface,
specify the Tunnel Protocol hashing option for the aggregate. This will ensure that hashing is done on
the payload of encapsulated SPB packets. See the “Link Aggregation Commands” chapter in the
OmniSwitch AOS Release 8 CLI Reference Guide for more information.

OAM

e OAM support per the IEEE 802.1ah standard for Provider Backbone Bridging (PBB) is applied at the
customer VLAN (CVLAN) and the backbone VLAN (BVLAN) level. Support at the service instance
(1-SID) level is provided through Remote Fault Propagation on SPB.

¢ The OmniSwitch Ethernet OAM feature is required to support RFP for SPB. When an RFP local end
point is created on the switch, the following reserved maintenance domain and maintenance association
is created:

— RFP_OVER_SPB_DOMAIN_LEVELX (where x is the level number specified when a local RFP
end point is created)

— RFP_OVER_SPB_ASSOCIATION

¢ In addition, the OmniSwitch proprietary Layer 2 ping and traceroute features are available to
troubleshoot CVLAN and BVLAN domains, including an 1-SID check.

Quality of Service (QoS)

e The priority assignment of a user frame is determined at an access point. A Service Access Point (SAP)
on an SPB access port can be configured as trusted or un-trusted. If a SAP is configured as trusted,
then internal priority for ingress traffic on that SAP is derived from tagged or NULL tagged ingress
packet priority or from default port priority if ingress packet is untagged. If a SAP is untrusted then
internal priority can be configured by the user.

¢ QoS performs the following actions on ports configured as access ports:

— Access ports are automatically trusted and the default classification is set to 802.1p.
— The trust status and classification are not user-configurable on access ports.

— All QoS CLI configuration is blocked on access ports.This includes physical ports and ports that are
members of a link aggregate.

— Untagged L2 control packets (such as BPDU, GVRP, AMAP) are always tunneled (if enabled)
through the SPB domain with the default EXP bits set at 7, so that they can arrive at the destination
at the highest priority of 7. Trusted/untrusted SAPs configured on access ports will not affect the
priority assignment for Layer 2 control packets.

e QoS priority (802.1p) is applied as follows to trusted and untrusted SAPs:

SAP Configuration Allowed Configuration

Tagged (VLAN 1-4094) Trusted Tagged traffic priority derived from tags.
Untrusted Tagged traffic priority configured by user.
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SAP Configuration Allowed Configuration

QinQ (outer VLAN 1-4094)  Trusted Tagged traffic priority derived from outer tags.

Untrusted Tagged traffic priority configured by user.

Wild Card Trusted Tagged traffic priority derived from tags.
Untagged traffic Port default (PRI 0).

Untrusted Tagged/ traffic priority configured by user
Untagged Trusted Untagged Traffic Port default (PRI 0)

Untrusted  Priority configured by user.

— By default, a SAP is trusted with best effort priority (0).

— A SAP can be dynamically changed to trusted/untrusted without administratively taking down the
SAP.

— A SAP priority may only be set when a SAP is untrusted.

— When a SAP is changed from untrusted to trusted, any previously assigned priority is reset with best
effort priority (0).

— A trusted SAP that defines a double-tagged encapsulation (QinQ) will use the outer VLAN tag to
determine the priority of the frame.

e Priority handling at the edge and core components of an SPBM topology:

— On aingress Backbone Edge Bridge (BEB), a frame is classified to a SAP. The internal priority is
determined based on the QoS settings of the SAP (for example, trusted vs. untrusted, default
priority). This internal priority is mapped to the backbone VLAN (BVLAN) tag of the tunnel
encapsulation.

— The Backbone Core Bridge (BCB) acts as a Layer 2 device that switches the frame across ingress to
egress ports in the BVLAN domain. The BVLAN tag is used to determine the internal priority
gueue on the egress port where the frame is enqueued.

— On an egress BEB, the internal priority is determined from the BVLAN tag. The frame is de-
encapsulated and enqueued to the egress queue(s) of the access port(s) based on this internal
priority.

Universal Network Profiles (UNP)

Integration with Virtual Machine Network Profiles (VNPs) to support device discovery and mobility. The
UNP feature supports two types of profiles: VLAN and service. A service profile can be configured to
classify traffic for SPB or VXLAN tunneling.

The OmniSwitch supports both a VLAN and service domain for traffic classification.

e The VLAN domain is identified by a VLAN ID. In the VLAN domain, each VLAN is accessed
through a physical port. Each physical port can have more than one VLAN attached. UNP VLAN
classification associates a MAC address to a specific VLAN on a physical UNP bridge port.

e The service domain is identified by one of the following:

— A Shortest Path Bridging (SPB) service instance identifier (I-SID), which is associated with a
Service Manger service ID to represent a virtual forwarding instance (VFI).

— A VXLAN Network Identifier (VNI), which is associated with a Service Manager service 1D to
represent a VFI.

In the service domain, each VFI is accessed through a virtual port, referred to as a Service Access Point
(SAP). UNP service classification associates a device MAC address to a SAP.
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Dynamic Service Access Points

A UNP service profile can trigger the dynamic creation of a SAP when traffic received on a UNP access
port is classified and assigned to that profile. If the service (SPB or VXLAN) that the SAP is associated
with does not exist, the service is also dynamically created.

Allowing incoming traffic to trigger dynamic SAP creation reduces the amount of manual configuration
required. In addition, no other protocols are required on the switch or host device to support this
functionality.

UniDirectional Link Detection (UDLD)

UDLD protocol control frames (destination MAC address is 01:00:0c:cc:cc:cc) are processed as follows:

User Access Network Port Network Port

UDLD Status Port (Tagged) (Untagged) Legacy

Globally disabled tunnel tunnel discard tunnel

Globally enabled tunnel tunnel discard drop

Enabled on port peer tunnel peer peer
VRF

IP over SPB uses Virtual Routing Forwarding (VRF) instances to exchange routes with I-SIDs. This is
accomplished via the Global Route Manager (GRM). VRF routes are exported to the GRM table and
imported into I-SIDs; I-SID routes are exported to the GRM table and imported into VRFs.

e A binding is created between a VRF and the I-SIDs to identify which I-SIDs will export routes to the
GRM for the specified VRF (see “Configuring IP over SPB” on page 7-56 for more information).

e The ip import command has an optional isid parameter that notifies GRM to import the routes from
the specified I-SID into the requesting VRF.
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Quick Steps for Configuring SPBM

This section provides a quick tutorial for configuring the SPBM network backbone (control plane) and the
service encapsulation path (data plane). The Command Line Interface (CLI) commands provided in this
section are used to configure the “Sample SPBM Network Topology” on page 7-12.

Quick Steps for Configuring the SPBM Backbone

The following quick steps are used on each switch in the SPBM backbone that will participate in the
“Sample SPBM Network Topology” on page 7-12. This includes both edge and transit (core) switches.

1 Use the system name command to assign a unique system name to each SPB switch in the domain.

-> system name BEB-1
-> system name BEB-2
-> system name BCB-1
-> system name BCB-2
-> system name BCB-3
-> system name BCB-4
-> system name BCB-5
-> system name BCB-6

2 Use the spb bvlan command to create BVLANSs 4001 and 4002 on each switch (edge and core
switches) that will participate in the SPBM topology.

-> spb bvlan 4001
-> spb bvlan 4002

3 Use the spb isis bvlan ect-id command to change the equal cost tree (ECT) algorithm 1D for the
specified BVLAN, if necessary, to make sure that the same ECT ID is assigned to the same BVLAN ID
on each switch (edge and core switches) in the SPBM topology.

-> spb isis bvlan 4001 ect-id 1
-> spb isis bvlan 4002 ect-id 2

4 Use the spb isis control-bvlan command to designate one of the BVLANSs on each SPB switch (edge
and core switches) as the control BVLAN for the SPB instance. The control BVLAN is used to exchange
ISIS-SPB control packets with neighboring SPB switches.

-> spb isis control-bvlan 4001

5 Use the spb isis interface command to configure a port or link aggregate as an SPB interface. This
type of interface sends PDUs to detect neighboring SPB switches and form adjacencies and also serves as
a network port that is used to carry encapsulated service traffic through the SPBM backbone network.

-> spb isis interface port 1/1-4
-> spb isis interface port 1/1-3

In the “Sample SPBM Network Topology” on page 7-12, ports 1/1-4 are configured as SPB interfaces on
the core switches (BCB-1, BCB-2) and ports 1/1-3 are configured as SPB interfaces on all other switches.

6 Use the spb isis admin-state command to enable the SPB instance for the switch. Enabling ISIS-SPB
on the switch triggers the transmission of hello packets from the SPB interfaces, which starts the process
of defining the SPB infrastructure and calculating the shortest path trees (SPTs) through the topology.

-> spb isis admin-state enable
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Quick Steps for Configuring SPB Services

The following quick steps use the OmniSwitch Service Manager commands to configure the logical
entities that comprise the SPB services in the “Sample SPBM Network Topology” on page 7-12.

1 Use the service access command to configure a port or link aggregate on which customer traffic is
received as an SPB service access port.

-> service access port 1/12
-> service access port 2/1

2 Use the service spb command to create an SPB service and associate that service with a backbone
service instance identifier (I-SID) and BVLAN.

-> service 1 spb isid 500 bvlan 4001 admin-state enable
-> service 2 spb isid 501 bvlan 4002 admin-state enable

3 Use the service sap command to create a service access point (SAP) by associating an SPB service
with SAP ID. A SAP ID is comprised of a port or link aggregate and an encapsulation value that identifies
the customer traffic to associate with the service.

-> service 1 sap port 1/12:10 admin-state enable
-> service 1 sap port 2/1:10 admin-state enable
-> service 2 sap port 1/12:0 admin-state enable
-> service 2 sap port 2/1:all admin-state enable

In this example,

e SPB service 1 (I-SID= 500, BVLAN=4001) is assigned to SAPs 1/12:10 and 2/1:10. Traffic received
on the SAP access ports (1/12, 2/1) that has an outer tag (customer VLAN tag) equal to 10 is mapped
to SPB service 1.

e SPB service 2 (I-SID=501, BVLAN=4002) is assigned to SAPs 1/12:0 and 2/1:all. All tagged traffic
(except for VLAN 10 tagged traffic, which is mapped to service 1) and untagged traffic received on the
SAP access ports (1/12, 2/1) is mapped to SPB service 2.

Sample Command Configuration

This section provides the sequence of commands used on each switch to configure the “Sample SPBM
Network Topology” on page 7-12. Note that the SPBM backbone is configured on every switch first, then
the SPBM service architecture is configured second. Following this order of configuration is highly
recommended to ensure proper switch participation in ISIS-SPB adjacencies and shortest path tree
calculations.

SPBM Backbone Commands

The system name and Shortest Path Bridging (spb) commands are used to configure the SPBM backbone
infrastructure for the sample topology, as shown:

BEB-1 BEB-2 BCB-1

-> system name BEB-1 -> system name BEB-2 -> system name BCB-1
->spb bvlan 4001 ->spb bvlan 4001 ->spb bvlan 4001

-> spb bvlan 4002 -> spb bvlan 4002 -> spb bvlan 4002

-> spb isis bvlan 4001 ect-id 1 -> spb isis bvlan 4001 ect-id 1 -> spb isis bvlan 4001 ect-id 1
-> spb isis bvlan 4002 ect-id 2 -> spb isis bvlan 4002 ect-id 2 -> spb isis bvlan 4002 ect-id 2
-> spb isis control-bvlan 4001 -> spb isis control-bvlan 4001 -> spb isis control-bvlan 4001
-> spb interface port 1/1-3 -> spb interface port 1/1-3 -> spb interface port 1/1-4

-> spb isis admin-state enable -> spb isis admin-state enable -> spb isis admin-state enable
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BCB-2

-> system name BCB-2
->spb bvlan 4001

-> spb bvlan 4002

-> spb isis bvlan 4001 ect-id 1
-> spb isis bvlan 4002 ect-id 2
-> spb isis control-bvlan 4001
-> spb interface port 1/1-4

-> spb isis admin-state enable

BCB-3

-> system name BCB-3
->spb bvlan 4001

-> spb bvlan 4002

-> spb isis bvlan 4001 ect-id 1
-> spb isis bvlan 4002 ect-id 2
-> spb isis control-bvlan 4001
-> spb interface port 1/1-3

-> spb isis admin-state enable

BCB-4

-> system name BCB-4

-> spb bvlan 4001

-> spb bvlan 4002

-> spb isis bvlan 4001 ect-id 1
-> spb isis bvlan 4002 ect-id 2
-> spb isis control-bvlan 4001
-> spb interface port 1/1-3

-> spb isis admin-state enable

BCB-5

-> system name BCB-5
->spb bvlan 4001

-> spb bvlan 4002

-> spb isis bvlan 4001 ect-id 1
-> spb isis bvlan 4002 ect-id 2
-> spb isis control-bvlan 4001
-> spb interface port 1/1-3

-> spb isis admin-state enable

BCB-6

-> system name BCB-6

-> spb bvlan 4001

-> spb bvlan 4002

-> spb isis bvlan 4001 ect-id 1
-> spb isis bvlan 4002 ect-id 2
-> spb isis control-bvlan 4001
-> spb interface port 1/1-3

-> spb isis admin-state enable

SPBM Service Commands

The Service Manager (service) commands are used to build the SPBM services architecture for the sample
topology, as shown. Note that services are only configured on designated BEB switches.

BEB-1
-> service access port 1/12

-> service 1 spb isid 500 bvlan 4001

-> service 2 spb isid 501 bvlan 4002

-> service 1 sap port 1/12:10 admin-state enable
-> service 2 sap port 1/12:0 admin-state enable
-> service 2 sap port 1/12:all admin-state enable

BEB-2

-> service access port 2/1
-> service 1 spb isid 500 bvlan 4001
-> service 2 spb isid 501 bvlan 4002

-> service 1 sap 2/1:10 admin-state enable
-> service 2 sap 2/1:0 admin-state enable
-> service 2 sap 2/1:all admin-state enable
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Configuring SPBM

Configuring the SPBM backbone and service layers requires several steps. These steps are outlined here
and further described throughout this section. For a brief tutorial on configuring SPBM, see “Quick Steps
for Configuring SPBM” on page 7-25.

Configure the SPBM Backbone (1SIS-SPB)

Only switches that are SPB capable can participate in the SPBM network topology. The following
configuration steps are required to make an OmniSwitch an SPB-capable node:

1 Create a BVLAN. The BVLAN provides the foundation of the SPBM infrastructure. A BVLAN is
associated with an equal cost tree (ECT) algorithm 1D and an SPB service instance ID that is used to carry
customer traffic through the backbone network. See “Backbone VLANS” on page 7-29.

2 Configure SPB interfaces. An SPB interface is associated with each BVLAN that is configured on the
switch. At the ISIS-SPB level, this type of interface sends and receives I1SIS Hello packets and link state
PDU (LSP) to discover adjacent SPB switches and calculate the shortest path trees through the SPBM
network topology. At the services level, the SPB interfaces serve as network ports that are used to carry
encapsulated customer traffic through the network. See “Configuring SPB Interfaces” on page 7-32.

3 Configure global ISIS-SPB parameters. In addition to enabling/disabling the 1SIS-SPB instance for
the switch, global configuration includes settings such as a system name for the switch, global bridge
parameters, and various wait time intervals. When ISIS-SPB is enabled for the switch, default settings for
these global bridge parameters and wait time intervals are active. It is only necessary to change these
values if the default settings are not sufficient. See “Configuring Global ISIS-SPB Parameters” on

page 7-34.

For more information about SPBM commands, see Chapter 9, “Shortest Path Bridging Commands,” in the
OmniSwitch AOS Release 8 CLI Reference Guide.

Configure SPBM Services

The OmniSwitch Service Manager application is used to configure the services layer of the SPBM
network topology. A service is defined by a specific set of logical entities that are configured only on the
backbone edge bridges (BEBs) of the network. The following configuration steps are required to define a
service-based architecture for an SPBM network:

1 Create an SPBM service. A Service Manager service ID is associated with a BVLAN, a backbone
service instance identifier (I-SID), and a service access point (SAP) to identify the customer traffic that the
service will tunnel through the provider network. See “Creating an SPB Service” on page 7-39.

2 Configure access (customer-facing) ports. One or more access ports are associated with a service
access point (SAP) to identify to the service which ports will receive customer traffic that the service will
process for tunneling through the provider network. When an access port is associated with a SAP, the
SAP parameter attributes are applied to traffic received on the access port. See “Configuring Service
Access Ports” on page 7-43.

3 Define access port profile attributes. A default Layer 2 profile is automatically assigned to an access
port at the time the port is configured as an access port. This profile determines how control frames
received on the port are processed. It is only necessary to configure a Layer 2 profile if the default
attribute values are not sufficient. See “Configuring Layer 2 Profiles for Access Ports” on page 7-44.
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4 Configure an SPB service access point (SAP). A SAP binds an SPB service to an access (customer-
facing) port and defines which customer traffic to tunnel through the service. Each SAP is associated to
one service name, but a single service can have multiple SAPs to which it is associated. See “Configuring
Service Access Points (SAPs)” on page 7-42.

To define a Remote Fault Propagation (RFP) domain to monitor SPB services, see “Configuring Remote
Fault Propagation for SPBM” on page 7-49.

For more information about Service Manager commands, see Chapter 10, “Service Manager Commands,”
in the OmniSwitch AOS Release 8 CLI Reference Guide.

SPB Configuration Guidelines

Configuring an SPBM network topology involves setting up two layers of functionality: the ISIS-SPB
backbone infrastructure and the Provider Backbone Bridge (802.1ah) services layer for MAC-in-MAC
encapsulation. Review the guidelines in this section before attempting to configure the various
components of the SPBM infrastructure and services.

ISIS-SPB

This implementation of the ISIS-SPB protocol supports only a single topology with a multi-topology
identifier (MT-1D) of zero.

e The ISIS-SPB protocol instance is independent of IP IS-1S, or other network layer protocol identifiers
(NLPIDs) riding in the same 1S-1S implementation. However, ISIS-SPB and IP 1S-1S can coexist on
the same switch.

e |SIS-SPB interfaces, link state packet databases (LSPDB), and forwarding information are all created
and maintained within the single 1SIS-SPB instance.

e |S-IS Level 1 point-to-point adjacencies are supported; Level 2 is not supported at this time.

e SPB interfaces are associated with a link metric cost that is configurable, thus providing the ability to
change the logical topology created by the ISIS-SPB instance. However, if different metric values are
configured on each side of a link, ISIS-SPB will choose the higher-valued one as the metric to use for
both sides. This is necessary to enforce the symmetry of SPT calculations in both directions across the
link.

e Enabling SPB for the switch automatically triggers the transmission of Hello packets from the SPB
interfaces, thus starting the process of discovery and forming adjacencies to build shortest path trees.

Backbone VLANSs

e The BVLAN configuration must be the same on each SPB switch within the PBB network.For
example, if BVLAN 10 with an ECT ID of 1 is configured on one switch, then BVLAN 10 with an
ECT ID of 1 must exist on all other SPB bridges in the network to ensure proper calculation of the
ISIS-SPB shortest path trees through the backbone.

¢ If more than one BVLAN is needed, configure each BVLAN with a different ECT algorithm ID. For
example, if two BVLANSs (BVLAN 4001 and BVLAN 4002) are needed for a specific SPBM
topology, then create BVLAN 4001 with ECT ID 1 and BVLAN 4002 with ECT ID 2 on each switch
that is going to participate in the topology.
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Note. When adding another BVLAN to an existing SPBM topology instance, create the new BVLAN and
its associated ECT ID on every switch first, then configure the SPB service association for the BVLAN.
Creating SPB services before the BVLAN configuration is complete on all switches can cause problems
with forming adjacencies or may even cause an SPB switch to drop existing adjacencies.

¢ In most cases one BVLAN is sufficient for virtualizing traffic through the network backbone.
However, configuring more than one BVLAN provides alternate routes for tunneling customer traffic.
This can also provide a form of load balancing by distributing traffic over different BVLAN segments.

e All encapsulated traffic within the BVLAN domain is unicast with a resolved source and destination
BMAC addresses. Frames received on BVLAN ports that do not have an incoming source MAC
address pre-programmed by ISIS-SPB are discarded.

Configuring BVLANSs

The SPBM backbone VLAN (BVLAN) provides the foundation on which 1SIS-SPB shortest path trees are
built and SPBM services tunnel encapsulated customer data through the Provider Backbone Bridge
network (PBBN). Configuring a BVLAN on a switch is also the first step in setting up the 1SIS-SPB
infrastructure and in making an OmniSwitch an SPB-capable node.

Note. The BVLAN configuration must be the same on each OmniSwitch that is going to participate in the
SPBM network topology. So if BVLAN 4001 is created on one switch, then BVLAN 4001 must be created
on all other switches in the SPBM network.

To create a BVLAN, use the spb bvlan command with the optional name parameter. For example:
-> spb bvlan 4001 name spb-4001

If the name parameter is not specified with this command, the VLAN ID is used for the name by default.
For example, the following command creates BVLAN 4001 with “VVLAN 4001” as the name:

-> spb bvlan 4001
To remove a BVLAN, use the no form of the spb bvlan command. For example:

-> no spb bvlan 4001

Assigning the Equal Cost Tree ID

ISIS-SPB calculations may result in multiple paths of equal costs. The Equal Cost Tree (ECT) ID specifies
a tie-breaking algorithm that is used when ISIS-SPB is calculating a set of shortest path trees from one
switch to all other switches in the SPB domain. When a BVLAN is created, an ECT ID is automatically
assigned to the BVLAN. If it is the first BVLAN created on the switch, ECT ID 1 is assigned, otherwise
the next available ID number is used.

Each BVLAN created must be duplicated on all other participating switches in the SPBM network and
must use the same ECT ID number for that BVLAN on each switch. A BVLAN created on one switch
may not be automatically assigned the same ECT ID on another switch. As a result, it may be necessary to
modify the ECT ID number using the spb isis bvlan ect-id command. For example:

-> spb isis bvlan 4002 ect-id 2
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Note. When adding another BVLAN to an existing SPBM topology instance, create the new BVLAN and
its associated ECT ID on every switch first, then configure the SPB service association for the BVLAN.
Creating SPB services before the BVLAN configuration is complete on all switches can cause problems
with forming adjacencies or may even cause an SPB switch to drop existing adjacencies.

Configuring the Control BVLAN

One of the BVLANS configured on each switch serves as the control BVLAN for the ISIS-SPB instance.
The control BVLAN exchanges I1SIS-SPB control packets with neighboring SPB switches on behalf of all
BVLANSs configured on the local switch. The control packets are tagged with the control BVLAN ID.

To designate a BVLAN as the control BVLAN, use the spb isis control-bvlan command. For example:
-> spb isis control-bvlan 4002

A control BVLAN also carries regular encapsulated SPB domain traffic in addition to ISIS-SPB control
packets. In other words, a VLAN can serve as both a regular BVLAN and a control BVLAN at the same
time.

Configuring the Tandem Multicast Mode

The tandem multicast mode (*,G) or (S,G) of a BVLAN is applied only to SPB services associated with
the BVLAN that are using tandem replication for multicast traffic. When a BVLAN is created, the (S,G)
tandem multicast mode is applied by default.

To change the tandem multicast mode for a BVLAN, use the spb isis bvlan tandem-multicast-mode
command and specify either gmode (*,G) or sgmode (S,G). For example:

-> spb isis bvlan 4001 tandem-multicast-mode sgmode
-> spb isis bvlan 4002 tandem-multicast-mode gmode

Verifying the BVLAN Configuration
To view the BVLAN configuration for the switch, use the show spb isis bvlans command. For example:

-> show spb isis bvlans
SPB 1S1S BVLANS:

Services Num Tandem Root Bridge
BVLAN ECT-algorithm In Use mapped ISIDS Multicast (Name : MAC Address)
------- Sy
4001 00-80-c2-01 YES YES 52 SGMODE
4002 00-80-c2-02 YES YES 51 SGMODE
4003 00-80-c2-03 YES YES 52 SGMODE
4004 00-80-c2-04 YES YES 51 SGMODE

BVLANSs: 4

The BVLAN is a special type of VLAN that is created and maintained by VLAN Manager. As a result, it
also appears in the VLAN Manager show command displays. For example, in the following show vlan
output display, VLANSs 4001 through 4004 are included and “spb” appears in the “type” column:
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-> show vlan
vlan type admin oper ip mtu name

1000 std Ena Ena Ena 1500 VLAN 1000
4001 spb Ena Ena Dis 1524 VLAN 4001
4002 spb Ena Ena Dis 1524 VLAN 4002
4003 spb Ena Ena Dis 1524  VLAN 4003
4004 spb Ena Ena Dis 1524  VLAN 4004
4094 mcm Ena Dis Dis 9198 MCM IPC

To view configuration information for an individual BVLAN, use the show vlan command and specify
the BVLAN ID. For example:

-> show vlan 4001

Name : VLAN 4001,
Type : Backbone vlan,
Administrative State : enabled,
Operational State : disabled,

IP Router Port : disabled,

1P MTU : 1524

Configuring SPB Interfaces

A port or link aggregate is configurable as an SPB interface. Each switch in the SPBM topology should
have at least one SPB interface configured. The SPB interface serves more than one purpose:

e Adbvertises IS-IS Hello packets to discover SPB neighbors and establish adjacencies.

e After adjacencies are established, exchanges link state packets (LSPs) with SPB neighbors to build a
local LSP database (LSPDB). A switch’s adjacencies are reflected in the contents of its link state
packets. This relationship between adjacencies and link state allows the protocol to detect downed
routers in a timely fashion.

e Serves as a network port by forwarding encapsulated SPB service traffic on backbone VLANs
(BVLANS) through the SPBM Provider Backbone Bridge (PBB) network.

To configure a port or link aggregate as SPB interface, use the spb isis interface command. For example:

-> spb isis interface port 1/10
-> spb isis interface linkagg 5

When a port is converted to an SPB interface, the interface is automatically assigned to all existing
BVLANS. There is one I1SIS-SPB instance per switch, and each BVLAN and SPB interface are associated
with that instance. However, it is also possible to tag SPB interfaces to carry traffic for standard VLANS.

The spb isis interface command is also used to optionally configure the following parameter values:

e admin-state—Administratively enables or disables the SPB interface. By default, the interface is
enabled when the SPB interface is created.

¢ hello-interval—Specifies the amount of time, in seconds, to wait between each transmission of a hello
packet from this interface. By default, the hello time interval is set to nine seconds.

¢ hello-multiplier—Specifies an integer value that is multiplied by the hello interval time to determine
the amount of time, in seconds, a receiving bridge holds onto the hello packets transmitted from this
interface. By default, the hello multiplier is set to three.
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e metric—An integer value that specifies the link cost to reach the destination backbone MAC (BMAC),
By default, the link cost is set to ten. Changing the link metric value provides a method for changing
the logical topology as calculated by 1SIS-SPB.

The following command examples change the default hello and metric values for the SPB interface:

-> spb isis interface port 4/7 hello-interval 60

-> spb isis interface linkagg 3 hello-multiplier 10

-> spb isis interface port 2/1 metric 100

-> spb isis interface linkagg 5 hello-interval 20 hello-multiplier 5 metric 200

Verifying the SPB Interface Configuration

To view the SPB interface configuration for the switch, use the show spb isis interface command. For
example:

-> show spb isis interface
SPB ISIS Interfaces:

Oper  Admin Link Hello Hello
Interface Level CirclD state state Metric Intvl Mult
——————————————— PRy S
171 L1 1 (0] UP 10 9 3
172 L1 2 UP UP 10 9 3
1/3 L1 3 uP UP 10 9 3
174 L1 4 DOWN upP 10 9 3
1/5 L1 5 DOWN (0] 10 9 3
1/6 L1 6 DOWN up 22 9 3
177 L1 7 DOWN UP 10 9 3

Interfaces : 7
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Configuring Global ISIS-SPB Parameters
This section describes the global configuration for the ISIS-SPB instance, which includes the following:
e “Configuring the System Name” on page 7-35.
e “Configuring the SPB Bridge Priority” on page 7-35.
e “Configuring the ISIS-SPB Area Address” on page 7-35.
e “Configuring the Shortest Path Source ID” on page 7-35.
e “Configuring the Control MAC Address” on page 7-35.

“Configuring the Shortest Path First Wait Time” on page 7-36.

“Configuring the Link State Packet Wait Time” on page 7-37.

“Configuring the Overload State” on page 7-37.

“Configuring Redundant Switches for Graceful Restart” on page 7-38.

“Enabling/Disabling ISIS-SPB” on page 7-39.

To verify the global configuration parameter values for the switch, use the show spb isis info command.
For example:

-> show spb isis info
SPB ISIS Bridge Info:

System 1d e8e7.3233.1831,
System Hostname BEB-1,
SPSourcelD 03-18-31,

SPBM System Mode auto,
BridgePriority 32768 (0x8000),
MT ID 0,

Control BVLAN 4001,

Area Address 0.0.0,

Level Capability L1,

Admin State upP,

LSDB Overload Disabled,

Last Enabled

Thu Aug 2 22:43:19 2012,

Last SPF Fri Aug 3 18:15:51 2012,

SPF wait Max: 1000 ms, Initial: 100 ms, Second: 300 ms,
LSP Lifetime 1200,

LSP wait Max: 1000 ms, Initial: O ms, Second: 300 ms,
Graceful Restart Disabled,

GR helper-mode Disabled,

# of L1 LSPs 8

Control Address

01:80:C2:00:00:14 (AIILL)
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Configuring the System Name

Configuring a system name is required on each switch that is going to participate in the SPBM topology.
To configure a system name for the switch, use the system name command. For example:

-> system name BEB-1

ISIS-SPB advertises the system name to identify the switch to other SPB peer switches.

Configuring the SPB Bridge Priority

A bridge is ranked within the SPB topology by its bridge ID (an eight byte hex number). The bridge
priority value makes up the upper two bytes of the eight-byte SPB bridge ID. The lower six bytes of the
Bridge ID contain the system ID, which is the dedicated bridge MAC address of the SPB bridge.

The bridge priority is used in shortest path tree calculations. The lower the priority value, the higher the
priority. Setting a different bridge priority value on different SPB bridges will override the system ID
significance during the shortest path tree (SPT) calculation.

By default, all SPB switches are assigned a priority value of 32768. To change the bridge priority value
for a switch, use the spb isis bridge-priority command. For example:

-> spb isis bridge-priority 25590

Configuring the ISIS-SPB Area Address

By default, the 1S-1S area address for the ISIS-SPB instance is set to 0.0.0, which is typically sufficient for
this implementation of SPBM. Both ISIS-SPB and ISIS-IP instances may coexist on the same switch as
long as they don’t use the same area address.

If changing the area address is necessary, use the spb isis area-address command. For example:

-> spb isis area-address 1.1.1

Note. Each switch that is going to participate in the SPB topology must use the same area address and must
use an address that is different from the ISIS-IP area address.

Configuring the Shortest Path Source ID

The shortest path (SP) source 1D, identifies the source of multicast frames and is relevant only in multicast
tandem replication mode. By default, the last three least significant bytes of the system ID (local bridge
MAC address) is used for the source 1D value.

To change the source ID value, use the spb isis source-id command. For example:
-> spb isis source-id 07-0b-d3

To set the source ID back to the default value, use the spb isis source-id command with the auto
parameter. For example:

-> spb isis source-id auto

Configuring the Control MAC Address

The control MAC address is the destination MAC address used for I1SIS-SPB control packets. Changing

this address can enhance interoperability between an SPB-capable OmniSwitch and other third-party SPB-
capable devices.
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By default, the control MAC address is set to 01:80:C2:00:00:14 (all Level 1 Intermediate Systems). The
following parameters are used with the spb isis control-address command to change the control MAC
address:

e alll1—All Level 1 Intermediate Systems (01:80:C2:00:00:14).

e alll2—All Level 2 Intermediate Systems (01:80:C2:00:00:15).

e allis—All Intermediate Systems (09:00:2B:00:00:05).

For example, the following command changes the default control MAC address from AlIL1 to AlIL2:

-> spb isis control-address alll2

Configuring the Shortest Path First Wait Time

The spb isis spf-wait command is used to configure the time intervals between the first, second, and
subsequent I1SIS-SPB shortest path first (SPF) calculations.

Subsequent SPF calculations, if required, are generated at exponentially increasing intervals of the SPF
second wait time interval until the maximum wait time interval value is reached. For example, if the
second-wait interval value is set to 1000 milliseconds, then the next SPF calculation is triggered after 2000
milliseconds and the next SPF calculation after that is triggered at 4000 milliseconds, and so on, until the
maximum-wait interval value is reached.

When the maximum interval value is reached, the SPF wait interval will stay at the maximum value until
there are no more SPF calculations scheduled during that interval. After a full interval without any SPF
calculations, the SPF wait interval will reset back to the initial wait time interval value.

The following spb isis spf-wait command parameters are used to configure the SPF timers:

* max-wait—The maximum number of milliseconds to wait between two consecutive SPF calculations.
The default maximum wait time value is set to 1000 milliseconds. Specify a maximum value that is the
same or greater than the second wait time value.

¢ initial-wait—The number of milliseconds to wait before triggering an initial SPF calculation after a
topology change. The default initial wait time value is set to 100 milliseconds. Specify a value that is
the same or less than the maximum wait time value.

e second-wait—The number of milliseconds to wait between the first and second SPF calculation. The
default second wait time value is set to 300 milliseconds. Specify a value that is the same or less than
the maximum wait time value.

For example, the following command changes the SPF wait time values for the local SPB instance:
-> spb isis spf-wait max-wait 2500 initial-wait 1000 second-wait 1500

To change one or more of the wait time values, it is only necessary to specify the parameter for the desired
change. For example:

-> spb isis spf-wait max-wait 5000
-> spb isis spf-wait initial-wait 1000
-> spb isis spf-wait second-wait 2000

To set the wait time values back to the default settings. use the spb isis spf-wait command without
specifying any of the parameters. For example:

-> spb isis spf-wait
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Configuring the Link State Packet Wait Time

The spb isis Isp-wait command is used to configure the time intervals between the first, second, and
subsequently generated link state packets (LSPS).

Subsequent LSP, if required, are generated at exponentially increasing intervals of the LSP second wait
time interval until the maximum value is reached. For example, if the second-wait interval value is set to
10 seconds, then the next LSP is generation is triggered after 20 seconds and the next LSP generated after
that is triggered at 40 seconds, and so on, until the maximum wait time interval value is reached.

When the maximum interval value is reached, the LSP wait interval will stay at the maximum value until
there are no more LSP generations during that interval. After a full interval without any LSP generations,
the LSP wait interval will reset back to the initial wait time interval value.

The following spb isis Isp-wait command parameters are used to configure the SPF timers:

* max-wait—The maximum number of seconds to wait between two consecutively generated LSPs. The
default maximum wait time value is set to 1000 milliseconds. Specify a maximum value that is the
same or greater than the second wait time value.

¢ initial-wait—The number of seconds to wait before triggering an initial LSP generation after a
topology change. The default initial wait time value is set to 0 milliseconds. Specify a value that is the
same or less than the maximum wait time value.

e second-wait—The minimum number of seconds to wait between the first and second generated LSPs.
The default second wait time value is set to 300 milliseconds. Specify a value that is the same or less
than the maximum wait time value.

For example, the following command changes the LSP wait time values for the local SPB instance:
-> spb isis Isp-wait max-wait 2000 initial-wait 1000 second-wait 1500

To change one or more of the wait time values, it is only necessary to specify the parameter for the desired
change. For example:

-> spb isis Isp-wait max-wait 5000
-> spb isis Isp-wait initial-wait 2500
-> spb isis Isp-wait second-wait 3000

To set the wait time values back to the default settings. use the spb isis Isp-wait command without
specifying any of the parameters. For example:

-> spb isis Isp-wait

Configuring the Overload State

This implementation of 1SIS-SPB supports the overload state mechanism, which allows an instance of
ISIS-SPB to inform its neighbors that the instance is nearing or exceeding its capabilities. When peers see
that a switch is advertising in this state, they will select an alternate path around the overloaded switch.

The ISIS-SPB instance for a switch may dynamically trigger the overload state condition when the
instance detects that it is nearing or has reached resource limits. However, it is also possible to manually
trigger the overload state condition using the spb isis overload command. For example:

-> spb isis overload

Some advantages of manually triggering the overload state condition, even if the instance is no where near
its resource limits, are as follows:
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e The switch is designated as “leaf node” that should never carry transit traffic. Configuring the link
metric value for the SPB interfaces on the switch and attached peers is another method for preventing
the switch from receiving transit traffic, but enabling the overload state is a much quicker way to
achieve the same results and requires less configuration.

e When there is a need to remove the switch from service (temporarily or permanently). In this scenario,
network availability is increased because peer switches will detect the overload state of the switch and
gracefully transition to alternate paths, while the “manually overloaded” switch continues to forward
packets. Just simply shutting the switch down would cause more disruption to network traffic.

When the overload state is either dynamically or manually enabled for the switch, the overload bit is set in
LSP 0 to indicate that this ISIS-SPB instance is not available to accept transit traffic. However, an ISIS-
SPB switch operating in the overload state is still used only if there is no alternate path to reach the
intended destination.

When the overload state is enabled, the switch will operate in this state for an infinite amount of time. To
configure the switch to remain in the overload state for only a specific amount of time (in seconds), use
the spb isis overload command with the optional timeout parameter. For example:

-> spb isis overload timeout 500
To disable the overload state, use the no form of the spb isis overload command. For example:
-> no spb isis overload

It is also possible to specify that the overload state is enabled for the switch after every system bootup.
This is done using the spb isis overload-on-boot command, which also has an optional timeout
parameter. For example:

-> spb isis overload-on-boot timeout 500

To disable the overload-on-boot option, use the no form of the spb isis overload-on-boot command. For
example:

-> no spb isis overload-on-boot timeout 500

Note that the no spb isis overload command does not disable the overload-on-bootup option.

Configuring Redundant Switches for Graceful Restart

By default, ISIS-SPB graceful restart is enabled. When graceful restart is enabled, the switch can either be
a helper (which helps a neighbor router to restart) or a restarting router, or both. When graceful restart is
enabled on the switch, the helper mode is automatically enabled by default.

To configure 1SIS-SPB graceful restart support on an OmniSwitch, use the spb isis graceful-restart
command. For example, to configure graceful restart on the router, enter:

-> spb isis graceful-restart

The helper mode can be disabled on the switch with the spb isis graceful-restart helper command. For
example, to disable the helper support for neighboring switches, enter the following:

-> ip isis graceful-restart helper disable

To disable support for graceful restart, use the no form of the spb isis graceful-restart command. For
example:

-> no spb isis graceful-restart
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Enabling/Disabling I1SIS-SPB

By default ISIS-SPB is disabled on the switch. To enable ISIS-SPB, use the spb isis admin-state
command with the enable option. For example:

-> spb isis admin-state enable

To disable the ISIS-SPB instance on the switch, enter the spb isis admin-state command with the disable
option. When the I1SIS-SPB status s disabled for the switch, the related configuration settings and statistics
are retained.

-> spb isis admin-state disable

Note. Enabling ISIS-SPB on a switch starts the process of ISIS-SPB discovery, adjacency building, and
shortest path tree calculations. Make sure that the SPBM configuration is set up first, then enable I1SIS-SPB
on each switch that will participate in the SPBM network.

Creating an SPB Service

An SPB service is identified by a service ID number, which represents an association between a backbone
service instance identifier (1-SID) and an existing BVLAN. Basically, creating an SPB service binds the
backbone I-SID to a BVLAN ID. All traffic mapped to the specific I-SID is then encapsulated and
forwarded on the associated BVLAN to the intended destination.

The service spb command is used to create an SPB service. For example, the following command creates
SPB service 1 and binds I-SID 100 to BVLAN 4001

-> service 1 spb isid 500 bvlan 4001 admin-state enable

The BVLAN ID specified with the service spb command must already exist in the switch configuration.
However, the I-SID number specified creates a new I-SID that is bound to the BVLAN for this service.

Note. When adding another BVLAN to an existing SPBM topology instance, create the new BVLAN and
its associated ECT ID on every switch first, then configure the SPB service association for the BVLAN.
Creating SPB services before the BVLAN configuration is complete on all switches can cause problems
with forming adjacencies or may even cause an SPB switch to drop existing adjacencies.

Modifying Default SPB Service Parameters

The following SPB service parameter values are set by default at the time the service is created. If
necessary, use the specified commands to change the default values.

Parameter Description Command Default
Service description. service description None
Administrative status for statistics  service stats Disabled
collection.

Multicast replication mode service multicast-mode head-end
VLAN translation service vlan-xlation Disabled
Administrative status of the service service admin-state Disabled

Refer to the OmniSwitch AOS Release 8 CLI Reference Guide for more information about the above
parameters and related commands.
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Using VLAN Translation

VLAN translation refers to the egress translation of VLAN tags on service access points (SAPs). When
enabled for a service, the VLAN tags for outgoing customer frames on SAPs associated with that service
are processed according to the local SAP configuration (the SAP on which the frames will egress) and not
according to the configuration of the SAP on which the frames were received.

¢ If the local SAP is configured for untagged traffic (slot/port:0), the egress traffic is always sent out as
untagged.

e If the local SAP is configured for 802.1q-tagged traffic (slot/port:ctag), the egress traffic is single-
tagged with the tag value specified by the ctag (customer VLAN tag) value.

e If the local SAP is configured for double-tagged traffic (slot/port:outer_tag.: inner_tag), the egress
traffic is double-tagged with the tag values specified by the outer_tag and inner_tag values.

When VLAN translation is disabled, frames simply egress without any modification of the VLAN tags. In
other words, the frames are transparently bridged without tag modification.

The following table shows the required translation (tag is added or replaced) that takes place when the
egress SAP configuration is applied to the possible frame types (untagged, tagged, double-tagged). Note
that in this table the terms “ITAG” and “OTAG” refer to inner tag and outer tag, respectively.

Egress SAP (action required based on SAP type)

Untagged SAP Single Tagged SAP Double-Tagged SAP
Replace OTAG Replace OTAG
Remove OTAG Note: Replace = implicit add Note: Replace = implicit add
Incoming Frame Remove ITAG Remove ITAG Add/Replace ITAG
Untagged No tags, no action taken Add the SAP OTAG Add the SAP OTAG
Add the SAP ITAG.
Single-tagged Remove the OTAG Replace the OTAG Add ITAG
Replace OTAG
Double-tagged Remove the ITAG Remove the ITAG Replace ITAG
Remove the ITAG Replace the OTAG Replace OTAG

Enabling VLAN translation is required at two different levels: first at the access port level and then at the
service level. This activates VXLAN translation for all of the SAPs on an access port that belong to the
same service.

To enable translation at the service level, use the service vlan-xlation command. For example:
-> service 1 vlan-xlation enable

To enable VLAN translation for all services, use the all parameter with the same command. For example:
-> service all vlan-xlation enable

To disable VLAN translation, use the service vlan-xlation command with the disable parameter. For
example:

-> service 1 vlan-xlation disable
-> service all vlan-xlation disable
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To enable VLAN translation at the access port level, use the service access vlan-xlation command. For
example:

-> service access port 1/11 vlan-xlation enable

See “Configuring Service Access Ports” on page 7-43 for more information.

Enable the Service

By default, the SPB service is disabled when the service is created. Once the service is created and any
optional service parameters are configured, use the service admin-state command with the enable option
to enable the service. For example:

-> service 1 admin-state enable
To disable the service, enter the following command:

-> service 1 admin-state disable

Deleting an SPB Service

Before deleting a service from the switch configuration, disable the administrative status of the service.
Once this is done, use the no form of the service spb command to delete the service. For example:

-> no service 1 spb

Verifying the SPB Service Configuration

To view the SPB service configuration for the switch, use the show service command with the spb
parameter option. For example:

-> show service spb
Legend: * denotes a dynamic object
SPB Service Info
Systemld : 00e0.ble7.0188, Srcld : 0x70188, SystemName : BEB-1

SAP Bind MCast
Serviceld Adm Oper Stats Count Count Isid BVlan Mode (T/R)
----------- e
1 Up Up N 4 1 1000 4001 Headend (0/0)
2 Up Up N 4 1 1001 4001 Headend (0/0)
3 Up Up N 4 1 1002 4001 Headend (0/0)
4 Up Up N 4 1 1003 4001 Headend (0/0)
5 Up Up N 4 1 1004 4001 Headend (0/0)
6 Up Up N 4 1 1005 4001 Headend (0/0)
7 Up Up N 4 1 1006 4001 Headend (0/0)
8 Up Up N 4 1 1007 4001 Headend (0/0)
9 Up Up N 4 1 1008 4001 Headend (0/0)
10 Up Up N 4 1 1009 4001 Headend (0/0)
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To view the configuration for an individual service, use the show service spb command and specify the
SPB service ID. For example:

-> show service spb 1
SPB Service Detailed Info
Service Id -1, Description

I1SID = 1000, BVlan : 4001,
Multicast-Mode : Headend, TxX/Rx Bits : 0/0,

Admin Status = Up, Oper Status = Up,

Stats Status : No, Vlan Translation : No,

Service Type : SPB, Allocation Type : Static,

MTU : 9194, Def Mesh VC Id -1,

SAP Count i 4, SDP Bind Count -1,

Ingress Pkts -0, Ingress Bytes -0,

Egress Pkts - 0, Egress Bytes - 0,

Mgmt Change : 08/10/2012 13:14:43, Status Change : 08/10/2012 13:14:00

Configuring Service Access Points (SAPs)

A SAP identifies the location where customer traffic enters the Provider Backbone Bridge Network
(PBBN) edge, the type of customer traffic to service, parameters to apply to the traffic, and the service that
will process the traffic for tunneling through the provider network.

Configuring a SAP requires several steps. These steps are outlined here and further described throughout
this section:

e Configure customer-facing ports or link aggregates as service access ports.
e Configure Layer 2 profiles to determine how control packets are processed on access ports.

e Create a SAP by associating a SAP ID with an SPB service ID. A SAP ID is comprised of an access
port and an encapsulation value, which is used to identify the type of customer traffic (untagged,
single-tagged, or double-tagged) to map to the associated service.

SAP Configuration Guidelines

Consider the following when configuring a SAP:

e A SAP is aunique local entity for any given device. The same SAP ID value can be used on other BEB
switches.

e There are no SAPs configured by default; explicit configuration of a SAP is required.

e A SAP is administratively disabled at the time the SAP is created.

e When a SAP is deleted, all configuration parameters for the SAP are also deleted.

e A SAP is owned by and associated with the service that was specified at the time the SAP was created.

e Multiple SAPs with different service types, such as a Virtual eXtensible LAN (VXLAN) or an SPB
service, are allowed on the same service access port. For example, the following show service access
command output shows two SAPs for port 2/1/30: one SAP bound to a VXLAN service and the other
SAP bound to an SPB service:
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-> show service access port 2/1/30 sap
Legend: * denotes a dynamic object

Vlan
Identifier Adm Oper Stats T:P Serviceld Isid/Vnid Xlation Sap Description
————————————— T pRpR R
sap:2/1/30A:0 Down Down N Y:x 20 1500 N -
sap:2/1/30A:5 Up Down N Y:x 10 23000 N -

Total SAPs: 2
e If a port is administratively shutdown, all SAPs on that port become operationally out of service.

¢ Both fixed ports and link aggregates are configurable as access ports. Only access ports are associated
with SAPs.

¢ Bridging functionality is not supported on access ports or link aggregates.

e Configuring multiple SAPs on an access port that map different VLAN tags to the same service can
cause a MAC move when the same customer MAC (CMAC) ingresses the access port with different
VLAN tags. For example, a CMAC has two flows tagged with VLAN 10 and VLAN 20 ingressing
access port 1/1 and both are mapped to service 100.

-> service 100 sap port 1/1:10
-> service 100 sap port 1/1:20

To avoid the MAC move in this scenario, use one of the following alternative SAP configurations.
Configure the SAPs with different services:

-> service 100 sap port 1/1:10
-> service 200 sap port 1/1:20

Configure a default SAP to classify both flows into the same service:
-> service 100 sap port 1/1:all

See “Creating the Service Access Point” on page 7-46 for more information.

Configuring Service Access Ports

Each SAP is comprised of an access port or link aggregate and an encapsulation type value. Access ports
are customer-facing ports that reside on a provider edge router. Traffic received on these ports is classified
for one or more SAPs and forwarded onto the intended destination by the associated SPB service.

To configure a port or link aggregate as an access port, use the service access command. For example, the
following command configures port 1/2 and link aggregate 5 as access ports:

-> service access port 1/2
-> service access linkagg 5

To revert an access port back to a regular switch port or link aggregate, use the no form of the service
access command. For example:

-> no service access port 1/2
-> no service access linkagg 5
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VLAN Translation on Access Ports

VLAN translation refers to the egress translation of VLAN tags on service access points (SAPs). For more
information about how VLAN translation is applied, see “Using VLAN Translation” on page 7-40.

By default, VLAN translation is disabled on access ports. Enabling VLAN translation on an access port
implicitly enables translation for all SAPs associated with that port. However, translation must also be
enabled for the services associated with these SAPs. This ensures that all SAPs associated with a service
will apply VLAN translation.

To enable VLAN translation on an access port, use the service access vlan-xlation command with the
enable option. For example:

-> service access port 1/3 vlan-xlation enable
-> service access linkagg 10 vlan-xlation enable

To disable VLAN translation on an access port, use the service access vlan-xlation command with the
disable option. For example:

-> service access port 1/3 vlan-xlation disable
-> service access linkagg 10 vlan-xlation disable

Configuring Layer 2 Profiles for Access Ports

A Layer 2 profile determines how control frames ingressing on an access port are processed. When a port
is configured as an access port, a default Layer 2 profile (def-access-profile) is applied to the port with the
following default values for processing control frames:

Protocol Default
STP tunnel
802.1x drop
802.3ad peer
802.1ab drop
GVRP tunnel
AMAP discard
MVRP tunnel

If the default profile values are not sufficient, use the service I2profile command with the tunnel, drop,
and peer options to create a new profile. For example, the following command creates a profile named
“DropL2”:

-> service 12profile DropL2 stp drop gvrp drop 802.l1lab drop
Consider the following when configuring Layer 2 profiles:

e When a profile is created, the new profile inherits the default profile settings for processing control
frames. The default settings are applied with the new profile unless they are explicitly changed. For
example, the profile “DropL2” was configured to discard STP, GVRP, and 802.1ab frames. No other
protocol settings were changed, so the default settings still apply for the other protocols.

e Remove any profile associations with access ports before attempting to modify or delete the profile.

¢ Not all of the control protocols are currently supported with the peer, tunnel, and drop parameters.
Use the following table to determine the parameter combinations that are supported:
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Protocol Reserved MAC peer drop tunnel
STP 01-80-C2-00-00-00 no yes yes
802.1x 01-80-C2-00-00-03 no yes yes
802.1ab 01-80-C2-00-00-0E yes yes yes
802.3ad 01-80-C2-00-00-02 yes no no
GVRP 01-80-C2-00-00-21 no yes yes
MVRP 01-80-C2-00-00-21 no yes yes
AMAP 00-20-DA-00-70-04 yes yes no

To delete a Layer 2 profile, use the no form of the service 12profile command. For example, the following
command deletes the “DropL2” profile:

-> no service 12profile DroplL2

Use the show service 12profile command to view a list of profiles that are already configured for the
switch. This command also displays the attribute values for each profile.

Assigning Layer 2 Profiles to Access Ports

After a Layer 2 profile is created, it is then necessary to assign the profile to an access port or link
aggregate. When this is done, the current profile associated with the port is replaced with the new profile.

The service access I2profile command is used to assign a new profile to an access port. For example, the
following command assigns the “DropL2” profile to access port 1/4 and link aggregate 5:

-> service access port 1/4 12profile DroplL2
-> service access linkagg 5 I12profile DropL2

To change the profile associated with the access port back to the default profile (def-access-profile), use
the default option with the service access I2profile command. For example:

-> service port 1/4 12profile default
-> service access linkagg 5 I2profile default

Use the show service access command to display profile associations for access ports.

Verifying the Access Port Configuration

To view the access port configuration for the switch, use the show service access command. For example:

-> show service access

Port Link SAP SAP Vlan

1d Status Type Count  Xlation L2Profile

————————— e
1/3 Up Manual 100 N def-access-profile
1/4 Down Manual 100 N def-access-profile
1/5 Down Manual 100 N def-access-profile
1/15 Down Dynamic O Y def-access-profile
1/16 Up Dynamic 1 Y def-access-profile
1/17 Down  Dynamic O Y def-access-profile

Total Access Ports: 6
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Creating the Service Access Point

Each SPB service is bound to at least one Service Access Point (SAP). A SAP identifies the point at which
customer traffic enters the Provider Backbone Bridge Network (PBBN). Creating a SAP on an SPB switch
designates that switch as a Backbone Edge Bridge (BEB) in the PBBN. An SPB switch that does not have
a SAP but does have at least one BVLAN and an SPB interface is designated as Backbone Core Bridge
(BCB) in the PBBN.

Once the SPB topology is determined and switches that will serve as BEBs are identified, a SAP is created
on each BEB. A SAP is created by associating a SAP 1D with an SPB service. A SAP ID is comprised of a
customer-facing port (referred to as an access port) and an encapsulation value that is used to identify the
type of customer traffic (untagged, single-tagged, or double-tagged) to map to the associated service.

The service sap command is used to configure a SAP. This command specifies the SPB service ID
number and the SAP ID (slot/port:encapsulation). The following parameter values are used with this
command to specify the encapsulation value:

SAP Encapsulation Value Customer Traffic Serviced

0 (null) All untagged packets; tagged packets are dropped.

all All tagged and untagged packets not already
classified into another SAP*

gtag Only traffic 802.1q-tagged with the specified
VLAN ID.

outer_qtag.inner_gtag Only traffic double-tagged (QinQ) with the

specified outer and inner VLAN IDs.

*Note that the :all (wildcard) parameter is also configurable as the inner tag value for double-tagged
frames (for example, “10:all” specifies double-tagged packets with an outer tag equal to 10 and an
inner tag with any value).

The following service sap command example creates a SAP that will direct customer traffic ingressing on
access port 1/4 that is tagged with VLAN ID 50 to service 100:

-> service 100 sap 1/4:50 description “BEB1 to SPB100 CVLAN 50~

In the above example, the 1/4:50 designation is referred to as the SAP ID or the encapsulation ID. This
means that if no other SAPs are configured for port 1/4, then any traffic ingressing on that port is dropped
if the traffic is not tagged with VLAN 50.

It is possible to configure more than one SAP for the same access port, which provides a method for
segregating incoming traffic into multiple services. For example, the following SAP configuration for port
2/3 sends incoming traffic to three different services based on the VLAN tags of the frames received:

-> service 2000 sap port 2/3:all
-> service 200 sap port 2/3:100
-> service 1000 sap port 2/3:100.200

In this example,
¢ Frames double-tagged with 100 (outer tag) and 200 (inner tag) are sent on service 1000.
* Frames single-tagged with VLAN 100 are sent on service 200.

e All other frames (those that are not single-tagged with 100 or double-tagged with 100 and 200) are sent
on service 2000.
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The following SAP ID classification precedence is applied when there are multiple SAPs for one access
port:

1 Double-tagged (Outer VLAN + Inner VLAN) - Highest
2 Double-tagged (Outer VLAN + all)

3 Single-tagged (VLAN)

4 Single-tagged (wildcard)

5 Untagged - Lowest.

Modifying Default SAP Parameters

The following parameter values are set by default at the time the SAP is created. If necessary, use the
specified commands to change the default values.

Parameter Description Command Default
SAP description. service sap description None
SAP trust mode service sap trusted Trusted
Administrative status for the SAP service sap admin-state Enabled
Administrative status for statistics service sap stats Disabled
collection.

Refer to the OmniSwitch AOS Release 8 CLI Reference Guide for more information about the command
parameters.

Configuring the SAP Trust Mode

The service sap trusted command is used to configure the trust mode for a SAP. A trusted SAP can
accept 802.1p values in incoming packets; an untrusted SAP will set any 802.1p values to zero in
incoming packets, unless an 802.1p value is configured with this command.

Note that untagged Layer 2 control packets (for example, BPDU, GVRP, and AMAP) are always tunneled
(if enabled) through the Provider Backbone Bridge (PBB) network with the default EXP bits set to 7, so
that they can arrive at the destination bridge at the highest COS queue of 7. As a result, trusted and
untrusted SAPs configured on the access ports will not affect the Layer 2 control packets ingressing on the
access ports.

By default, a SAP is trusted with the priority set to best effort (zero). Use the no form of the service spb
sap trusted command with the priority option to change the SAP mode to untrusted. For example:

-> service 100 sap 1/4:50 no trusted priority 7

When a SAP is trusted, the priority value contained in tagged customer packets is used; untagged packets
are assigned the default priority value (zero). When a SAP is untrusted, the priority value configured for
the SAP is assigned to both tagged and untagged customer packets.

Enabling/Disabling the SAP

By default, a SAP is disabled at the time the SAP is created. To enable the SAP administrative status, use
the service sap admin-state command. For example:

-> service 100 sap port 1/4:50 admin-state enable
-> service 200 sap linkagg 5:all admin-state enable

OmniSwitch AOS Release 8 Network Configuration Guide  April 2018 page 7-47



Configuring Shortest Path Bridging Configuring SPBM

To disable the SAP, enter the following command:

-> service 100 sap port 1/4:50 admin-state disable
-> service 200 sap linkagg 5:all admin-state disable

Deleting the SAP

When a SAP is administratively disabled, the SAP configuration is not removed from the switch. To
delete a SAP from the switch configuration, use the no form of the service sap command. For example:

-> service 100 no sap port 1/4:50
-> service 200 no sap linkagg 5:all

Verifying the SAP Configuration

A SAP is a type of virtual port that is associated with an SPB service. To determine the SAP configuration
for a specific service, use the show service ports command to view the virtual ports associated with a
specific service. For example:

-> show service 1 ports
Legend: * denotes a dynamic object
SPB Service Info

Admin : Up, Oper : Up, Stats : N, Mtu : 9194, VlanXlation : N,
ISID : 1000, BvVlan : 4001, MCast-Mode : Headend, Tx/Rx - 0/0
Sap Trusted:Priority/ Sap Description /

Identifier Adm Oper Stats Sdp Systemld:BVlan Intf Sdp SystemName
———————————————— Fo et
sap:1/11:1000 Up Up N Y:x 1711 -
sap:1/12:1000 Up Down N Y:x 1712 -
sap:1/13:1000 Up Down N Y:x 1/13 -
sap:1/14:1000 Up Down N Y:x 1714 -
sdp:32776:1* Up Up Y e8e7.3233.1831:4001 1/1 BEB-1
Total Ports: 5

To then view configuration information for a specific SAP, use the show service spb sap command. For
example:

-> show service 1 sap port 1/11:1000
SAP Detailed Info

SAP Id - 1/11:1000, Description ,

Admin Status = Up, Oper Status = Up,
Stats Status > No, Vlan Translation : No,
Service Type : SPB, Allocation Type : Static,
Trusted . Yes, Priority -0,
Ingress Pkts - 0, Ingress Bytes - 0,
Egress Pkts : 0 Egress Bytes -0

Mgmt Change

: 0870772012 23:39:

29,

Status Change

: 08/10/2012 15:13:08
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Configuring Remote Fault Propagation for SPBM

Remote Fault Propagation (RFP) for SPBM monitors SPB access ports to detect link failures that cause
interruptions to SPB services. The status of an access port and any associated I-SID is advertised within an
RFP domain using Continuity Check Message (CCM) packets. When a CCM packet is received that
indicates an access port for a specific I-SID is down, the corresponding access port associated with the
same I-SID is automatically taken down.

Consider the following recommended guidelines when configuring RFP for SPBM:

e Configuring an RFP domain involves creating a local Maintenance End Point (MEP) on each switch
that will participate in the RFP domain. The MEP is mapped to a reserved Ethernet OAM domain. This
type of domain counts towards the maximum limit of Ethernet OAM domains allowed.

e The SPB control BVLAN serves as the primary VLAN for all RFP domains. CCM packets are sent
across the SPBM network to all BEB devices on the control BVLAN. However, CCM packets are not
encapsulated with SPB header information.

e Make sure to use the same CCM interval value for all local MEPs that participate in the same RFP
domain. A mismatch will prevent reliable communication between MEPs.

e The SPB service associated with the 1-SID that RFP will monitor should be configured on only two
Backbone Edge Bridges (BEBSs) in the network.

e The SPB service associated with an I-SID is mapped to only one SAP. For example, SPB service 10
bound to I-SID 1500 is mapped only to a SAP configured on port 1/12; service 10 is not mapped to any
other SAP on the same switch.

e Configure only one SAP on a physical access port; configuring additional SAPs on the same port is not
recommended.

e Configure a SAP associated with an RFP monitored port on only one physical port of the BEB.

Configuring an RFP Domain

A local Maintenance End Point (MEP) and a corresponding remote end point list are configured on each
BEB that will participate in an RFP domain. The domain to which each end point is assigned is
determined by the RFP domain ID associated with each end point. The domain ID is defined at the time
the local MEP is created using the service rfp local-endpoint command. For example:

-> service rfp 1 local-endpoint 10 type spb

In this example, RFP domain 1 is created with a local MEP ID of 10. By default, the CCM interval is set
to 1 second, the domain level is set to 7, and the administrative status is enabled for RFP domain 1. To set
different values for these parameters, use the service rfp local-endpoint command with the ccm-interval,
level, or admin-state parameters. For example:

-> service rfp 1 local-endpoint 10 ccm-interval intervallOs level 6 admin-state
disable type spb

In this example, RFP domain 1 with local MEP ID 10 is created with the CCM interval set to 10 seconds,
the domain level set to 6, and the administrative status disabled.

The parameter values used to created an RFP domain are used to create a reserved Ethernet OAM domain
on the local switch to which the RFP domain is mapped. The reserved OAM domain is given the name
“RFP_OVER_SPB_DOMAIN_LEVELX”, where x is the number specified with the level parameter. It is
important to note that each RFP domain created must use a different level number. For example, if RFP
domain 1 uses level 7, then RFP domain 2 must use a different level number (for example, level 6).
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All the reserved OAM domains that are automatically created for RFP domains are assigned to the same
“RFP_OVER_SPB_ASSOCIATION” Maintenance Association (MA).

Use the show service rfp configuration to display the Ethernet OAM domain parameters configured and
associated with the RFP domain. For example, the following shows the OAM domain reserved for the
RFP 1 domain ID:

-> show service rfp configuration
Total Number of RFP domains - 1

RFP Domain Number o1

Admin Status : Enabled

Level -7

Type - SPB

Maintenance Domain : RFP_OVER_SPB DOMAIN_LEVEL7
Maintenance Association : RFP_OVER_SPB_ASSOCIATION
Control B-VLAN : 500

Virtual UP MEP ID 10

CCM Interval : 10 minutes

Remote Endpoint Service Id
________________________ e

In this example, the “Remote Endpoint” and “Service Id” fields are blank because a list of remote end
points and SPB services has not yet been created for RFP domain 1. A remote end point list provides a list
of remote MEP IDs (local MEP IDs configured on other BEBs) and a list of SPB service IDs that are
active on the local BEB. CCM packets are sent to all the remote MEP IDs on the list to advertise the status
of the local SAP ports and I-SIDs associated with the specified SPB services.

To create a remote end point list for RFP domain 1, use the service rfp remote-endpoint command. For
example:

-> service rfp 1 remote-endpoint 2 service-id 10-12

In this example, remote end point 2 is the MEP ID that identifies a remote BEB that is participating in the
same RFP domain. The service IDs 10, 11, and 12 are the SPB services bound to the RFP 1 domain.

Creating a remote end point list triggers the transmission of CCM packets carrying 1-SID and port status
information related to the specified SPB services. Configure a different remote end point for each remote
BEB that needs to receive the CCM packet information for a specific service. For example, the following
commands add MEP ID 3 and 4 as remote end points to receive status for services 13 and 14:

-> service rfp 1 remote-endpoint 3 service-id 13
-> service rfp 1 remote-endpoint 4 service-id 14

Use the show service rfp configuration to display the RFP Ethernet OAM domain configuration showing
the remote end points added to RFP domain 1. For example:

-> show service rfp configuration
Total Number of RFP domains - 1

RFP Domain Number -1

Admin Status : Enabled

Level -7

Type - SPB

Maintenance Domain : RFP_OVER_SPB_DOMAIN_LEVEL7
Maintenance Association : RFP_OVER_SPB_ASSOCIATION
Control B-VLAN - 500

Virtual UP MEP ID : 10

CCM Interval : 10 minutes
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Remote Endpoint Service Id

Deleting the RFP Domain
To remove an RFP domain configuration from the switch, use the following command:
-> no service rfp 1

The above command removes all of the RFP configuration items, including the reserved Ethernet OAM
domain for the specified RFP ID.

Modifying the local MEP ID

To change a local end point (MEP ID), first set the ID to zero using the no form of the service rfp local-
endpoint command and specify the existing ID number. For example:

-> no service rfp 1 local-endpoint 10

Next, set the local MEP ID to a different value. For example, the following command sets a new value of
15 for the local MEP ID:

-> service rfp 1 local-endpoint 15

Removing an SPB Service from RFP Monitoring

To discontinue RFP monitoring of SPB service instances within an RFP domain, remove the local MEP
ID from the remote end point list on each BEB that terminates the service. To remove a MEP ID from a
remote end point list, use the no form of the service rfp remote-endpoint command. For example:

-> no service rfp 1 remote-endpoint 2

In this example, MEP ID 2 is removed from the remote end point list along with all SBP services
associated with MEP ID 1. RFP will no longer monitor and advertise the status of local services to remote
MEP ID 2.

To remove a specific SPB service from a remote end point list, use the no form of the service rfp remote-
endpoint command with the service-id parameter. For example, the following command removes SPB
service 10 associated with MEP ID 2:

-> no service rfp 1 remote-endpoint 2 service-id 10

In this example, SPB service 10 was removed from the end point list for MEP ID 2. However, RFP will
continue to monitor and advertise all other services to this remote end point.

It is important to consider that when a MEP ID or a specific SPB service ID is removed from the end point
list on the local switch, a port violation will occur. This can cause an undesirable service interruption
when attempting to simply unbind a service from an RFP domain. To avoid a port violation condition,
remove the SPB service ID from both ends of the SPB tunnel at the same time.
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Verifying the RFP for SPB

Configuration

To verify the connectivity between remote end points within an RFP domain, use the show service rfp

command. For example:

-> show service rfp

Local system (Name : Systemld) =

Edge-39 : e8e7.326c.4a39

Total number of services information = 2

Total number of RFP domain = 3

RFP Remote RMEP System B-VLAN 1SID Service Admin
EndPoint Status (Name : Systemld) Id State

------ R e

1 2 RMEP_OK Edge-43: 00:e0:bl:e7:09:a3 500 1001 10 Enabled

1 2 RMEP_OK Edge-43: 00:e0:bl:e7:09:a3 500 1002 11 Enabled

1 2 RMEP_OK Edge-43: 00:e0:bl:e7:09:a3 500 1003 12 Enabled

To verify the status of the local SAP associated with the RFP domain, use the show service rfp command

with the local-sap-status parameter. For example:

-> show service rfp 1 local-sap-status

Local endpoint ID = 10

Local system (Name : Systemld) =

Edge-39 : e8e7.326c.4a39

Service Sap Admin Oper Remote R-Endpoint
1d Endpoint Status
-------- e e T s ST
10 sap:1/12:all Enabled Down 2 RMEP_OK

11 sap:1/11:all Enabled Down 2 RMEP_OK

12 sap:1/10:all Enabled Down 2 RMEP_OK

As previously described, use the show service rfp configuration command to display the parameter
values associated with the RFP domain. For example:

-> show service rfp configuration

Total

RFP Domain Number

Admin Status

Level

Type

Maintenance Domain
Maintenance Association
Control B-VLAN
Virtual UP MEP
CCM Interval
Remote Endpoint

ID

Number of RFP domains - 1

: Enabled

-7

: SPB

: RFP_OVER_SPB DOMAIN_LEVEL7
: RFP_OVER_SPB_ASSOCIATION

: 500

- 10

: 10 minutes

Service Id
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RFP for SPB Configuration Example

This section contains CLI command examples used to configure the RFP domain functionality deployed in
the following sample SPB network topology:

Link down on
monitored interface

Feedback of local

link failure Data Center
SAP 2/1:all Location
Corresponding interface 1-SID 1500
brought down Ssansmnnnnn llllmll’- .‘.
(- esanna wll ann B
_ BEB-2
SAP 1/1:all = HE
a -
1'SID 1500 _-" SAP 2/L:all Data Center
Main SAP 1/2:all 1-SID 1%
Data Center 1-SID 1600 Saiusne nsed SeneRn AN — SPBM Backbone T {tsamsessasesssssnsane

Location —————— 2 - -
BEB-1 Network BEB-3
SAP 1/3:all (MEP 1) (MEP 3)
I-SID 1700
SAP 2/1:all Data Center
I-SID 1y Location

BEB-4
Single I-SID per SAP (MEP 4)

Figure 9: RFP for SPB Example

In this topology, RFP domain 1 is created by configuring a Maintenance End Point (MEP) on each
OmniSwitch serving as an SPB BEB. The local MEP ID associated with each switch (MEP 1, 2, 3, and 4)
identifies that switch as a participant in the RFP domain. As shown in the above diagram:

e Three I-SIDs (1500, 1600, and 1700) are each bound to a separate SAP port (1/1, 1/2, and 1/3) on
BEB-1. This represents one end of each SPB service.

¢ The other end of each SPB service is bound to SAP ports on BEB-2 (I-SID 1500), BEB-3 (I-SID
1600), and BEB-3 (I-SID 1700).

e The RFP configuration on BEB-1 specifies the MEP ID of the other three BEBs as remote end points
to which the local status of the three I-SIDS and SAP ports is advertised using CCM packets.

¢ The RFP configuration on BEB-2 specifies the MEP ID of BEB-1 as a remote end point to which the
local status of 1-SID 1500 and SAP port 2/1 is advertised using CCM packets.

¢ The RFP configuration on BEB-3 specifies the MEP ID of BEB-1 as a remote end point to which the
local status of 1-SID 1600 and SAP port 2/1 is advertised using CCM packets.

¢ The RFP configuration on BEB-4 specifies the MEP ID of BEB-1 as a remote end point to which the
local status of 1-SID 1700 and SAP port 2/1 is advertised using CCM packets.

e When SAP port 2/1 goes down on BEB-2, the port down status is reported in the CCM transmitted
from BEB-2 to BEB-1.

e When BEB-1 receives the CCM packet from BEB-2 and detects the port down status, BEB-1
administratively downs the corresponding SAP port 1/1. The service associated with 1-SID 1500 stops
on both ends of the service (BEB-1 and BEB-2).

e When the downed port on BEB-2 is brought back up, BEB-1 receives the port up status from BEB-2
and brings the local SAP port 1/1 back up as well.
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The following CLI command examples include the SPB commands used to create the SPB service layer
that RFP will monitor.

BEB-1:

-> spb bvlan 4001 admin-state enable
-> spb isis bvlan 4001 ect-id 2

-> spb isis control-bvlan 4001

-> spb isis interface port 1/20

-> spb isis admin-state enable
access port 1/1

access port 1/2

access port 1/3

-> service
-> service
-> service
-> service
-> service
-> service
-> service
-> service
-> service

-> service
-> service
-> service
-> service

BEB-2:

spb
spb
spb
spb
spb
spb

rfp
rfp
rfp
rfp

1

WNPFPWN

e

isid 1500 bvlan 4001 admin-state enable
isid 1600 bvlan 4001 admin-state enable
isid 1700 bvlan 4001 admin-state enable
sap port 1/1:all admin-state enable
sap port 1/2:all admin-state enable
sap port 1/3:all admin-state enable

local-endpoint 1 ccm-interval intervallOOms type spb
remote-endpoint 2 service-id 1 admin-status enable
remote-endpoint 3 service-id 2 admin-status enable
remote-endpoint 4 service-id 3 admin-status enable

-> spb bvlan 4001 admin-state enable

-> spb isis bvlan 4001 ect-id 2

-> spb isis control-bvlan 4001

-> spb isis interface port 1/21

-> spb isis admin-state enable

access port 2/1

spb 1 isid 1500 bvlan 4001 admin-state enable
spb 1 sap port 2/1:all admin-state enable

-> service
-> service
-> service

-> service
-> service

BEB-3:

rfp 1 local-endpoint 2 ccm-interval intervallOOms type spb
rfp 1 remote-endpoint 1 service-id 1 admin-status enable

-> spb bvlan 4001 admin-state enable

-> spb isis bvlan 4001 ect-id 2

-> spb isis control-bvlan 4001

-> spb isis interface port 1/22

-> spb isis admin-state enable

access port 2/1

spb 2 isid 1600 bvlan 4001 admin-state enable
spb 2 sap port 2/1:all admin-state enable

-> service
-> service
-> service

-> service
-> service

rfp 1 local-endpoint 3 ccm-interval intervallOOms type spb
rfp 1 remote-endpoint 1 service-id 2 admin-status enable
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BEB-4:

-> spb bvlan 4001 admin-state enable
-> spb isis bvlan 4001 ect-id 2
-> spb isis control-bvlan 4001
-> spb isis interface port 1/23
-> spb isis admin-state enable

-> service
-> service
-> service

-> service
-> service

access port 2/1
spb 3 isid 1700 bvlan 4001 admin-state enable
spb 3 sap port 2/1:all admin-state enable

rfp 1 local-endpoint 4 ccm-interval intervallOOms type spb
rfp 1 remote-endpoint 1 service-id 3 admin-status enable
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Configuring IP over SPB

As described in section “IP over SPBM” on page 7-17, there are two approaches for routing L3 traffic
over a L2 SPBM backbone network: VPN-Lite and L3 VPN (SPB-ISIS). The following general steps are
used to configure each one of these solutions:

1 Configure an L3 VPN interface. Identify the BEBs that will participate in routing L3 traffic through
the SPBM core. On each of these BEBs, configure the required L3 VPN interface configuration. There are
two options for configuring this type of interface based on the switch platform: an external loopback port
configuration (OmniSwitch 6900, 6860, 6865) or a service-based IP interface (OmniSwitch 9900).

a. Configure an L3 VPN loopback interface (OmniSwitch 6900, 6860, 6865). The following
commands create an external loopback port configuration that will serve as an L3 VPN interface:

-> vlan 200

-> vlan 200 members 1/1 tagged

-> spb bvlan 500

-> service access port 1/2

-> service 1000 spb isid 1000 bvlan 500 admin-state enable

-> service 1000 sap port 1/2:200

-> vrf create vrf-1

vrf-1::-> vrf-1 ip interface L3vpnl vlan 200 address 10.1.1.1/24

Once the above loopback port configuration is defined, use a physical cable to connect port 1/1 to
access port 1/2. The SPB BVLAN and I-SID are required to create the SAP for access port 1/2.

b. Configure an L3 VPN service-based interface (OmniSwitch 9900). The following commands
provide an example for creating an L3 VPN service-based interface:

-> vrf create vrf-1
vrf-1::-> ip interface L3vpn2 service 10 address 20.1.1.1/24

In this example, the “L3vpn2” interface is created in the “vrf-1” instance and is bound to an SPB
service.

2 Configure VPN-Lite routing protocols. If using the VPN-Lite approach, configure the routing
protocols on the IP interfaces created in Step 1. Otherwise, skip this step (Step 2) and go to Step 3. For
example:

vrf-1::-> ip static-route 20.0.0.0/24 gateway 10.1.1.1
vrf-1::-> ip static-route 10.0.0.0/24 gateway 20.1.1.1

The VPN-Lite approach requires configuring routing protocols on the L3 VPN interface to exchange
routes. The remaining steps in this section are used to configure the L3 VPN approach, which uses
ISIS-SPB to exchange routes.

3 Configure VRF-ISID bindings for the L3 VPN (SPB-ISIS). A VRF-ISID binding identifies the L3
VPN interface that will route L3 traffic between the VLAN domain (VRF instance) and the SPB service
domain (I-SID). VRF import and export commands are used to exchange routes between the VRF and the
I-SID specified in the binding configuration. For example:

vrf-1::-> ip export all-routes

vrf-1::-> vrf default

-> spb ipvpn bind vrf-1 isid 1000 gateway 10.1.1.1 all-routes
-> vrf vrf-1

vrf-1::-> ip import isid 1000 all-routes

In this example, “vrf-1" is bound to SPB I-SID 1000 and gateway 10.1.1.1 identifies the L3 VPN
interface. All routes in “vrf-1" are exported to the Global Route Manager (GRM), which then exports
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the routes to I-SID 1000. The last command in this sequence sets up the import of 1-SID 1000 routes
from the GRM into “vrf-1”. The all-routes parameter specifies that no route-map filtering is applied to
exported or imported routes; all routes are allowed.

4 Optionally configure route redistribution between VRFs and/or 1-SIDs. Route redistribution is
configurable between a VRF and I-SID or between two I-SIDs (inter-1-SID route leaking). For example:

-> spb ipvpn redist source-isid 2000 destination-isid 1000 all-routes
-> spb ipvpn redist source-vrf-2 destination-isid 2000 all-routes

Verifying L3 VPN Configuration and Routes

VRFs are bound to I-SIDs to identify a VRF mapping to a specific SPB service instance for the purposes
of exchanging routes between the VRF and I-SID via the switch GRM. To verify the VRF mapping
configuration on the local switch, use the show spb ipvpn bind command. For example:

-> show spb ipvpn bind
Legend: * indicates bind entry is active
SPB IPVPN Bind Table:

VRF I1SID Gateway Route-Map
———————————————————— R e
* vrf-1 1000 1.1.1.2
* vrf-2 2000 2.2.2.2

Total Bind Entries: 2

In addition to exchanging routes between VVRFs and I-SIDs, it is also possible to configure redistribution
of routes between two 1-SIDs or between a VRF and an I-SID. To verify the redistribution configuration
for L3 VPN routes, use the show spb ipvpn redist command. For example:

-> show spb ipvpn redist
Legend: * indicates redist entry is active
SPB IPVPN Redist ISID Table:

Source-1SID Destination-I1SID Route-Map
______________________ Sy g,
* 4001 4003
* 4003 4001

Total Redist ISID Entries: 2

Legend: * indicates redist entry is active
SPB IPVPN Redist VRF Table:

Source-VRF Destination-1SID Route-Map
______________________ Sy Sy,

Total Redist Vrf Entries: 0O
To display the L3 VPN route table, use the show spb ipvpn route-table. For example:

-> show spb ipvpn route-table
Legend: * indicates IPVPN route has matching locally configured ISID
SPB IPVPN Route Table:

Source Bridge

ISID Destination Gateway (Name : BMAC) Metric
————————— Sy
* 4001 1.1.1.0/24 1.1.1.1 L2-DUT1 : 00:e0:bl:db:c3:65 1
* 4001 1.1.1.0/24 1.1.1.2 L2-DEV1 : e8:e7:32:00:23:19 1
* 4001 2.2.2.0/24 1.1.1.2 L2-DEV1 : e8:e7:32:00:23:19 1
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* 4001 10.10.10.0/24 1.1.1.1 L2-DUT1 : 00:e0:bl:db:c3:65 1
* 4001 15.1.1.0/24 1.1.1.1 L2-DUT1 : 00:e0:bl:db:c3:65 1
* 4003 1.1.1.0/24 2.2.2.2 L2-DEV1 : e8:e7:32:00:23:19 1
* 4003 2.2.2.0/24 2.2.2.1 L2-DUT2 : 00:e0:b1:dd:99:db 1
* 4003 2.2.2.0/24 2.2.2.2 L2-DEV1 : e8:e7:32:00:23:19 1
* 4003 10.10.10.0/24 2.2.2.2 L2-DEV1 : e8:e€7:32:00:23:19 1
* 4003 15.1.1.0/24 2.2.2.2 L2-DEV1 : e8:e€7:32:00:23:19 1
-> show spb ipvpn route-table isid 4003
Legend: * indicates IPVPN route has matching locally configured ISID
SPB 1PVPN Route Table:
Source Bridge

ISID Destination Gateway (Name : BMAC) Metric
--------- o
* 4003 1.1.1.0/24 2.2.2.2 L2-DEV1 : e8:e7:32:00:23:19 1
* 4003 2.2.2.0/24 2.2.2.1 L2-DUT2 : 00:e0:b1l:dd:99:db 1
* 4003 2.2.2.0/24 2.2.2.2 L2-DEV1 : e8:e7:32:00:23:19 1
* 4003 10.10.10.0/24 2.2.2.2 L2-DEV1 : e8:e7:32:00:23:19 1
* 4003 15.1.1.0/24 2.2.2.2 L2-DEV1 : e8:e€7:32:00:23:19 1

IP over SPB Configuration Examples

This section contains diagrams and CLI command examples for configuring the following IP over SPB

scenarios:

e “L3 VPN Loopback and Service-based Interfaces: Two I-SIDs, One VRF” on page 7-59.

e “L3 VPN Service-based Interfaces: Two I-SIDS, Two VRFs” on page 7-61.
e “L3 VPN Loopback Interfaces: I-SID Routing in One VRF” on page 7-64.
e “L3 VPN Loopback Interfaces: I-SID Routing in Two VRFs” on page 7-66.
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L3 VPN Loopback and Service-based Interfaces: Two I-SIDs, One VRF

In this sample IP over SPB topology, Network A can communicate with Network B across two I-SIDs.
This scenario could be expanded to connect multiple customer sites together to form a VPN cloud.

Network A
10.0.0.0/24

BEB-A (0S6900)

/

L3 VPN IP 1.1.1.1/24 L3 VPN IP 2.2.2.1/24

1-SID 1000 I-S1D 2000

VRF-1:
L3 VPN IP interface 1.1.1.2/24 - Service 1000
L3 VPN IP interface 2.2.2.2/24 - Service 2000

BEB-B (0S9900)

Network B
20.0.0.0/24

Figure 10: L3 VPN Loopback and Service-based Interfaces

In this topology,

e A physical loopback port configuration is required on BEB-A (0S6900). Port 1/1/1 is the L3 VPN
router port, port 1/1/2 is the L3 VPN access port, and VLAN 200 and VLAN 400 are the L3 VPN
VLANS.

— Port 1/1/1 is tagged with VLANSs 200 and 400.

— Access port 1/1/2 is assigned to SAPs that are each associated with an I-SID (an SPB service
instance) that will forward VLAN 200 and 400 traffic through the SPB backbone network.

— A physical cable is connected to port 1/1/1 and to port 1/1/2 to create the connection between the
VLAN and service domains.

— An L3 VPN interface is configured on VLAN 200 (1.1.1.1/24) and VLAN 400 (2.2.2.1/24).

e A physical loopback port configuration is not used on BEB-B (0S9900). Instead, an L3 VPN interface
is configured on service 1000 (1.1.1.2/24) and service 2000 (2.2.2.2/24).

e On BEB-A and BEB-B, the VPN-Lite or L3 VPN solution is configured.
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The following CLI command examples are used to configure the sample IP over SPB topology shown in

“Figure 10: L3 VPN Loopback and Service-based Interfaces” on page 7-59.

BEB-A:

-> vlan 200

-> vlan 200 members port 1/1/1 tagged

-> vlan 400

-> vlan 400 members port 1/1/1 tagged

-> service access port 1/1/2

-> service 1000 spb isid 1000 bvlan 40 admin-state enable
-> service 1000 sap port 1/1/2:200 admin-state enable

-> service 2000 spb isid 2000 bvlan 41 admin-state enable
-> service 2000 sap port 1/1/2:400 admin-state enable

-> vrf create vrf-1

vrf-1::-> ip interface 13vpnl vlan 200 address 1.1.1.1/24
vrf-1::-> ip interface 13vpn2 vlan 400 address 2.2.2.1/24

BEB-B (0S9900):

-> vrf create vrf-1
vrf-1::-> ip interface 13vpnl service 1000 address 1.1.1.2/24
vrf-1::-> ip interface 13vpn2 service 2000 address 2.2.2.2/24

VPN-Lite

The following commands are used only in a VPN-Lite configuration:

BEB-A:

vrf-1::-> ip static-route 20.0.0.0/24 gateway 1.1.1.2
vrf-1::-> ip static-route 20.0.0.0/24 gateway 2.2.2.2
BEB-B (0S9900):

vrf-1::-> ip static-route 10.0.0.0/24 gateway 1.1.1.1
vrf-1::-> ip static-route 10.0.0.0/24 gateway 2.2.2.1

L3 VPN
The following commands are used only in an L3 VPN configuration:

BEB-A:

vrf-1::-> ip export all-routes

vrf-1::-> vrf default

-> spb ipvpn bind vrf-1 isid 1000 gateway 1.1.1.
-> spb ipvpn bind vrf-1 isid 2000 gateway 2.2.2.
-> vrf vrf-1

vrf-1::-> ip import isid 1000 all-routes
vrf-1::-> ip import isid 2000 all-routes

BEB-B (0S9900):
vrf-1::-> ip export all-routes
vrf-1::-> vrf default

-> spb ipvpn bind vrf-1 i
-> spb ipvpn bind vrf-1 i
-> vrf vrf-1

vrf-1::-> ip import isid 1000 all-routes
vrf-1::-> ip import isid 2000 all-routes

all-routes

1
1 all-routes

1000 gateway

1.1.1.2 all-routes
2000 gateway 2.2.2.2

all-routes
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L3 VPN Service-based Interfaces: Two I-SIDS, Two VRFs

In this sample IP over SPB topology, Customer Edge (CE) devices can communicate with other CE
devices through L3 VPN services that traverse the SPB backbone network. Because the OmniSwitch 9900
is used in this example topology, the L3 VPN interfaces are defined by creating an IP interface within
each VRF instance that is bound to an SPB service.

L3 VPN 100.0.0.1/8 - Service | [ | 3 \/PN 200.0.0.1/8 - Service 2

IP 15.0.0.1/8 - VLAN 100 . 1P 16.0.0.1/8 - VLAN 200
VRF A: SPBM Backbone VRF B:
Service 1 (1-SID 1000) Network Service 2 (1-SID 2000)
VRF-A: VRF-B:
L3 VPN 100.0.0.2/8 - Service 1 L3 VPN 200.0.0.2/8 - Service 2

Lt 1P 116.0.0.1/8 - VLAN 400

BEBZY

IP 115.0.0.1/8 - VLAN 300 “—
11/

CE1-2 CE 2-2

Figure 11: L3 VPN Service-based Interfaces

In this topology, Customer 1 requires L3 VPN services between CE 1-1 and CE 1-2, and Customer 2
requires L3 VPN services between CD 2-1 and CE 2-2.

BEB-1 is connected to two customer edge devices (CE 1-1 and CE 2-1).
BEB-2 is connected to two customer edge devices (CE 1-2 and CE 2-2.
SPB service 1/1-SID 1000 and VRF A are dedicated to Customer 1.
SPB service 2/1-SID 2000 and VVRF B are dedicated to Customer 2.

An IP interface is configured in VRF A and bound to SPB service 1 to define an L3 VPN interface for
Customer 1.

An IP interface is configured in VRF B and bound to SPB service 2 to define an L3 VPN interface for
Customer 2.
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e /PN routes are learned on the BEB switches through L3 VPN (SPB-ISIS) or VPN-lite and are then
installed into the appropriate VRFs.

¢ The nexthop interface for VPN routes is through the L3 VPN interfaces. For example,

— The VPN routes in BEB-1 for VRF-A are installed with the next hop set t0100.0.0.2, and the VPN
routes in BEB-2 for VRF-A, are installed with the nexthop set t0100.0.0.1.

— The VPN routes in BEB-1 for VRF-B are installed with the next hop set to 200.0.0.2, and the VPN
routes in BEB-2 for VRF-B are installed with the next hop set to 200.0.0.1.

The following CLI command examples are used to configure the sample IP over SPB topology shown in
“Figure 11: L3 VPN Service-based Interfaces” on page 7-61.

BEB-1:

-> vlan 100

-> vlan 100 members port 1/1/1 tagged

-> service 1 spb isid 1000 bvlan 40 admin-state enable

-> vrf create vrf-A

vrf-A::-> ip interface ip-al address 15.0.0.1/8 vlan 100
vrf-A::-> ip interface 13vpn address 100.0.0.1/8 service 1
vrf-A::-> vrf default

-> vlan 200

-> vlan 200 members port 1/1/2 tagged

-> service 2 spb isid 2000 bvlan 41 admin-state enable

-> vrf create vrf-B

vrf-B::-> ip interface ip-bl address 16.0.0.1/8 vlan 200
vrf-B::-> ip interface 13vpn address 200.0.0.1/8 service 2

BEB-2:

-> vlan 300

-> vlan 300 members port 1/1/1 tagged

-> service 1 spb isid 1000 bvlan 40 admin-state enable

-> vrf create vrf-A

vrf-A::-> ip interface ip-al address 115.0.0.1/8 vlan 300
vrf-A::-> ip interface 13vpn address 100.0.0.2/8 service 1

-> vlan 400

-> vlan 400 members port 1/1/2 tagged

-> service 2 spb isid 2000 bvlan 41 admin-state enable

-> vrf create vrf-B

vrf-B::-> ip interface ip-bl address 116.0.0.1/8 vlan 400
vrf-B::-> ip interface 13vpn address 200.0.0.2/8 service 2

VPN-Lite
The following commands are used only when configuring a VPN-Lite configuration.

BEB-1:
vrf-A::-> ip static-route 115.0.0.0/8 gateway 100.0.0.2
vrf-B::-> ip static-route 116.0.0.0/8 gateway 200.0.0.2
BEB-2:

vif-Az:-> i
vrf-B::-> 1

L3 VPN

p static-route 15.0.0.0/8 gateway 100.0.0.1
p static-route 16.0.0.0/8 gateway 200.0.0.1

The following commands are used only when configuring 